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Abstract—In this paper, we consider the design of In this paper, the design of distributed space-time codes that
synchronization-aware distributed space-time codes, which we relax the stringent synchronization requirement is considered.
denote as diagonal distributed space-time codes (DDSTC), fV 14 gimplify the synchronization in the network, a diagonal
relay nodes helping the source. We impose the diagonal structure truct L donth fi d d The di |
of the distributed space-time code to simplify synchronization structure 1s Imposed on the space-ime code used. 1he !agqna
among the different relay nodes because it is very difficult Structure of the code bypasses the perfect synchronization
to synchronize simultaneous transmissions of randomly located problem by allowing only one relay to transmit at any time
relay nodes. We derive an upper bound on the outage probability s|ot. Hence, there is no need to synchronize simultaneous “in-
of the system, which shows that a diversity of orderN can be phase” transmissions of randomly located relay nodes. This

achieved using the diagonal structure of the code. Then, we derive . o L . —
the code design criterion for the DDSTC based on minimizing greatly simplifies the synchronization since nodes can maintain

the pairwise error probability (PEP) to achieve full diversity. slot synchronization, which means that coarse slot synchro-
nization is available [3] However, fine synchronization is
. INTRODUCTION more difficult to be achieved. Guard intervals are introduced

Recently, there has been much interest in modulation tedb-ensure that the transmissions from different relays are not
nigues to achieve transmit diversity motivated by the increasederlapped. We allow one relay to consecutively transmit
capacity of multi-input multi-output (MIMO) channels [1].its part of the space-time code from different data packets.
Severe attenuation in the wireless fading channels makedlitis allows us to neglect the overhead introduced by the
crucial to achieve diversity to provide more than one repliqguard intervals. We derive the code design criterion for the
of the transmitted symbols to the destination to mitigate tHeDSTC. We consider here an amplify-and-forward system
signal degradation due to fading. Because it is difficult tmodel, which simplifies the relay node design and prevents
equip the mobile units with more than one antenna witthe propagation of relay nodes errors.
uncorrelated fading, transmit diversity can be achieved throughNotations Lower case and upper case bold letters stand
user cooperation leading to what is known as cooperatif@ vectors and matrices, respectivelliag(a), of the N x 1
diversity [2], [3]. vectora, is the N x N diagonal matrix with the elements of

Several protocols were proposed in [3] to achieve transntlite vectora on its diagonally is the N x N identity matrix.
diversity through user-cooperation such as decode-and-forw&d A (a, R) random vector is a circularly symmetric complex
and amplify-and-forward protocols. The problem with thes@aussian random vector with meanand covariance matrix
protocols is the loss in the data rate as the number of reldgs ||x||% denotes the Frobenius norm of tiiex 1 vectorx
increases and this leads to the use of what is known as diefined ag|x|% = i, |z;|%, wherex; is thei-th element
tributed space-time coding. The term distributed comes froof the vectorx.
the fact that the virtual multi antenna transmitter is distributed
among randomly placed relay nodes. It was proposed in [2] . ) ] ]
to use relay nodes to form a virtual multi-antenna transmitter I this section, we introduce the system model wittrelay
to achieve diversity and outage analysis was derived for tA@des helping the source by emulating a diagonal space-time
system. code_. We_con3|der a two hop system n_wodt_el where there is

Most of the previous works on cooperative transmissidiP d|.re.ct link from the source to the destlpatlon. The channel
assumed perfect synchronization between the nodes, whiggfficients from the source to theth relay ish ., and from
means that the users’ timings, carrier frequencies, and prdpe 7-th relay to the destination s, 4. hs,», andh,, q are
agation delays are identical. Fig. 1 shows the effect of proptodeled as circularly symmetric complex Gaussian random
agation delay on the received signal from two relays. TH&rables with variances?, andd; ;. respectively.
sampling time in Fig. 1 is optimal for the first relay signal The system has two phases with the time frame structure

but clearly it is not optimal for the second relay signal. Soma"oWn in Fig. 2. In phase 1, the source broadcasts a codeword

work has_ been done on selecting the optimal sampling timegy, example, any synchronization scheme that is used for TDMA systems
[4] but this only works for the case of two relays. can be employed to achieve synchronization in the network.

Il. SYSTEM MODEL
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Fig. 2. Time frame structure for the DDSTC based system.

Fig. 1. Baseband signals (each is raised cosine pulse-shaped) from two relays
at the receiver.

with equality forz,,’s independent and zero-mean, circularly
symmetric complex Gaussian random variables with unit vari-

X = [#1,22,...,an5]" with E{||x||%} < N, obtained from ance (1]

a mapping of the source symbols vector [s;, so,...,sy]T It is clear that (5) is increasing i;’s, therefore, to
carved from QAM or PSK constellations, to thére|ay nodes. maximize the mutual information, the constraint in (2) should
The received signal at the-th relay is be satisfied with equality [3], yielding
rn:\/Pshs,rnx+wn7n:]-a?a"'?N? (1) N
. , Ippsre = Y _log(1+ f(|hsy, [PSNRy, |hr, a? SN Ry)),
where P, is the transmitted source power ans, = el
[Wn1, W, ..., w,n]T denotes theN x 1 additive white (6)
Gaussian noise (AWGN) vector at theth relay and is
modeled a’A' (0, NoIy). whereSNR; = Ps/Ny, SNRy; = P, /Ny, and
In phase 2, the:-th relay multiplies the received signal in Fovu) = w

phase 1 by the factor ) =Ty

Bn <\ Pr/Ps|hgr, |2, (2) Let P, = P, = P and defineSNR = P/N,, then we can
to satisfy the power constraint at the relay nodes [3] Whe\r’\(/erlte
P, is the relay node power. Theth relay only forwards the N
n-th element of the received vector (refer to Fig. 2). Hence, Ippsrc = Zlog(l + f(|hsr, |?’SNR, |hy, a’SNR)).
the transmitted signal from the-th relay is given by n=1

(@)

t, = 671 V thsn'nxn + ﬁnwnnv n=12---,N. (3)
The outage probability for spectral efficiencyR
The received signal at the destination, due tostkth relay (bits/symbol) is defined as
transmission, is given by

1
out _
Un = P, aBn/ Pahss, Tn + I, aBntwnn + W), Pppsrc(SNR,R) = Pr {QIDDSTC < R} , 8

= h, dﬁnvpshsr,xn'i_znvn:172a"'7N7 (4) . . .
o where thel /2 factor is due to the loss in the data rate. Equation
where w!, is modeled asCN(0,Ny) and hence,z, is (7) can be rewritten as
CN(0, (B2|hr, a|*+1)No), n=1,2,--- , N, which accounts
for both the noise at the destination node as well as the noigdbsrc (SN R, R) =

propagating from the relay nodes. N
Pr¢ Y “log(1+ f(|hsr, PSNR, |hy, a’SNR)) < 2R} .
I11. OUTAGE ANALYSIS FOR THEDDSTC BASED RELAY el
NETWORK 9)

Define theN x 1 vectory = [y1,y2,..,yn]". Due to the once we have
diagonal structure of the code, it can be easily verified that the '
mutual information between the source signal and the reCGiVBﬂ“BSTC(SNR, R) =

P ()g + 5T'n ns R
2 )7 (5) {n— ( |h577n‘ SN]Z |h7‘n,d‘ SNR ) < }

Psﬁ?z‘hrn,d|2|hsmn |2
(ﬁ%'hrmd

N
Ippstc < Zlog(l +

n=1




To get an upper bound on the outage probability, we hawhere H.O.T. stands for the higher order terms. Substituting

the inequality

(|hsr, 2SN hy. a|*SN
10g<1+Z|' SN R)(|hr, al’S R>><

her 2SNR+ |h,, 42SNR

‘h‘g Tn |25NR)(|h7’n d|2SNR)
Zlog 14 > , '
n=1 |hs,rn|25NR+ ‘hrn,d|2SNR

Hence, the outage probability can be upper bounded as
Pppsro(SNR, R) <

(oo PSNR) (e, a’SNR)
1 1 n > 9 ]
{Og +Z ey PSNR + [y aPSNR) <28

12)

: (Ps.rn|>SNR)(|hr, | SNR)
Define ¢, = “p=- PSNE+h,., Z\SNR )
outage probablllty IS now given by

n=1,---,N. The

PpHsrc(SNR, R) < Pr {Z n < (227 — 1)} - (13)

n=1
Theg,'s forn =1,--- , N are the scaled harmonic méanf
two exponential random variables.
The CDF forg,, n=1,..., N is given by [6]

Pqn,(q) =Pr {QH < Q}
= 1= 2¢v/CuiGuae™ 12 K (204Gt Go),
(14)

first order modified Bessel function of the second kind [7

The function K (.) can be approximated a&1(z) ~ 1 for
small z [7] from which we can approximate the CDF gf,
at high SNR, as

for the \,,’s, we get

out sTn + 6 N
PDDSTC(SNR R

ﬁ 3 (22R _ 1)
n=1 s \Tn r s SNR
(19)

From the upper bound on the outage probability given by (19),
it is clear that the DDSTC based relay network withrelay
nodes helping the source will achieve a diversity of order
which is the power ofl /SN R.

Also, we can use Jensen’s inequality to form an upper bound
on the mutual information expression as

14 (Ihs,r >SN R)(|hr,,,a >SN R)
|hw 2SNR+ |hy, a2SNR

N
IppsTc = Z log

n=1

(hor. PSNR)(|hr. a2SNR)
< Nlog [14 — n
= °g< * Z sr, 2SNR + [, aPSNR

(20)

Following a similar approach to the analysis presented in this
section, we can easily show that the outage probability of
the DDSTC isasymptoticallylower bounded byonstant x
SNR~N. Hence, the outage probability of the DDSTC is
asymptotically proportional t6 N R~V

IV. DDSTC DESIGN CRITERION
In this section, we derive the code design criterion of the
DDSTC based on the PEP analysis. In the following we set
= m to satisfy the power constraint with equality.
Defme the variance of,, as

P |h d|2
2 T,
‘J — _ 1 N — 1 AR N.
n (l)shsvrn|2 07 n ) b)

The probability density function (pdf) o given thei-th
source symbols vectay; is given by

(21)

Py, (q) = Pr{g, < g} =1 —e 9lmtnz) (1)
which is the CDF of an exponential random variable of rate
An SNR62 + SNR(sz y

Define@ = Z —1 ns the CDF of@, assuming the\,,’s to
be distinct, can be obtained to be

n=1 \m=1,m#n

Pr[@Q < ¢] (1- e_A"q). (16)

The outage probability can be expressed in terms of the ch

of  as

PPBsro(SNR, R) < Pr{Q < (2% —

D}, @17

A | N
p(Y/Si)(HmQ>eXp< Z;Q

n=1 n=1

2
PP, |
Yn — mh‘s’T'thTn,dmin > , 1=

where S is the set of possible source symbol§, is the
Erdmallty of S, and z;, is the n-th element of thex;
codeword.

The maximum likelihood (ML) decoder can be expressed

(22)
17 ) |S‘N7

Using the formulation in (17), the outage probability can be a1gmaxp(y/s;) =

proved to satisfy [8]
PO%ST(;(SNR R) <Pr [Q < (223 _ 1)]

= (HA) (227 — 1) NyHoT,

2cyco
1+co

(18)

2The harmonic mean of two numbets, andcs, equals ===

as
[ PP,
Yn — mhs,rn hrn,dxin

The PEP of mistaking; by s; is given by [9]
Inp(y/si)])}

N
. 1
arg min E —
& Si 02
n=1 "

(23)

PEP < E{exp (Allnp(y/s;) — (24)



and the relation applies for any. From (22), the PEP can beUsing (30), the PEP can be upper bounded as
written as PEP = p(si — ;) < NIV.

PEP<FE e A i ! i 1 1 1 2\ 7
z X — — | .
N S =t [ (7 7y ) (Gl —ot)

n=1,Tin#Tjn

PP, . (31)
ﬁhs,rnhrn,d(‘rin - xjn)zn . .
Pslhs.r,, | (25) Letting P; = aP, and P. = (1 — «) P, whereP, is the total
P.P, power, for somex € (0,1), we can get the diversity ordet
+ ,/mh: oo a(Tin — Tjn) " 2n of the system as
"’ , log(PEP)
P.P, d= lim —————= =rank(A(x;,x;)), 32)
+ m|h5»rn|2|h7’md|2|xiﬂ x]n|2>:|> }, Py—o0 log(Pt/No) J
s WherEA(Xi,Xj) = diag(xi — Xj).
whereh is the channel coefficients vector. To achieve a diversity of ordeN, the matrix A(x;, x;)
The pdf ofz given the channel coefficients is given by Should be of full rank for any # j (that iszi, # @0, Vi #
j, ¥n € [1, N]). Furthermore, to minimize the PEP bound in

n

1/N
n=1 n=1 min (H |zin — :vjn|2> ) (33)

Taking the expectations overgiven the channel coefficients X7,

N N (31) we need to maximize
Pz/m(z/h) = <H W) exp <— Z Uzznz;;) . (26) N

n=1

we get which is called the minimum product distance of the set of

N symbolss = [sy, s2, ..., sn|7 [11], [12].
PEP SEh{eXp Zi We will use a linear mapping to form the transmitted

oy P | s rn| codeword, that is
27) X = VNxns, (34)
2 2

(|hs”""| [P al"lim — xﬂ”' ) where s is the source symbols vector. It was proposed in

[13], [14], and [15] to use both Hadamard transforms and
Choose\ = 1/2 that maximizes\(1— ), i.e., minimizing the Vandermonde matrices to design théy .y matrix. The
PEP upper bound. Substituting fof, the PEP can be uppertransforms based on the Vandermonde matrices proved to give

bounded as larger minimum product distance than the Hadamard based
N transforms. Two classes of optimum transforms were proposed
PEP < Eh{ exp ( 1 Z in [13] as fOHO\,NS . .
4~ 28) 1) If N =2F (k> 1), the optimum transform is given by
P€|hs,rn|2Pr|hrn,d|2 2 — L
(Ps|hs,rn|2 + Prlhrn,d|2)N0 (|xin - -’Ejn‘ ) ) } Vopt \/Nvande(ﬂlﬁz, . 0N)a
where 01,0,...0n are 0, = 3T n =
Define the variabley,, = 7 }\:lhr ‘J‘rlfrl‘}f j‘I)NO n = 1,2,...,N.
1,---,N. Averaging over the channel coefficients, the upper 2) If N = 3.2% (k > 0), the optimum transform is given
bound on the PEP can be expressed as by
N ) . Vopt = \/%vande(t?l,eg, ey ON),
pEP< [ M, (Glrwm—azuP).  (29)
n=1,Tin#;n where 61,0s,...,0 are 6, = €387, n =
1,2,...,N.
where M., (.) is the moment generating function (MGF) of
the random variable,,. At high enough signal-to-noise ratio V. SIMULATION RESULTS
(SNR), the MGF ofy,, can be approximated as [10] In this section, we investigate how the synchronization
a errors can cause a degradation in the system BER performance.
M, (s) =~ —=, (30) In the simulations, we take the variance of any source-relay
y or relay-destination channel to be 1. Fig 3 shows the case of
where having two relays helping the source and propagation delay
No No mismatch of 7, = 0.27, 0.47 and 0.67" where T is the

P 502 . Préfmd' time slot duration. We compare the decode-and-forward (DAF)
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Fig. 3. BER performance with propagation delay mismatch: two relays caség. 4. BER performance with propagation delay mismatch: three relays
case.
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