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Abstract—In this paper we address the network maintenance
problem, in which we aim to maximize the lifetime of a sensor
network by adding a set of relays to it. The network lifetime
is defined as the time until the network becomes disconnected.
The Fiedler value, which is the algebraic connectivity of a
graph, is used as an indicator of the network health. The
network maintenance problem is formulated as a semi-definite
programming (SDP) optimization problem that can be solved
efficiently in polynomial time. First, we propose a network
maintenance algorithm that obtains the SDP-based locations for
a given set of relays. Second we propose a routing algorithm,
namely, Weighted Minimum Power Routing (WMPR) algorithm,
that significantly increases the network lifetime due to the
efficient utilization of the deployed relays. Third, we propose
an adaptive network maintenance algorithm that relocates the
deployed relays based on the network health indicator. Further,
we study the effect of two different transmission scenarios, with
and without interference, on the network maintenance algorithm.
Finally, we consider the network repair problem, in which we
find the minimum number of relays along with their SDP-
based locations to reconnect a disconnected network. We propose
an iterative network repair algorithm that utilizes the network
maintenance algorithm.

Index Terms—Connectivity, power control, routing, semi-
definite programming, sensor networks.

I. INTRODUCTION

RECENTLY, there have been much interest in wireless
sensor networks due to its various application areas

such as battlefield surveillance systems, target tracking, and
industry monitoring systems [1]. A sensor network consists
of a large number of sensor nodes, which are deployed in
a particular area to measure certain phenomenon such as
temperature and pressure. These sensors send their measured
data to a central processing unit (information sink), which
collects the data and develops a decision accordingly. Often
sensors have limited energy supply. Hence efficient utilization
of the sensors’ limited energy, and consequently extending the
network lifetime, is one of the design challenges in wireless
sensor networks.

The network lifetime is defined in this paper as the time
until the network becomes disconnected. The network is
considered connected if there is a path, possibly a multi-hop
one, from each sensor to the central processing unit. In various
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applications, sensors are deployed randomly in the field and
there is no much control over the specific location of each
sensor. In the scenario where relays are available, it could
be possible to deploy relays in some particular locations to
enhance the network performance and extend its lifetime. An
example is that low-altitude unmanned air vehicle (UAV) can
perform as a relay that can be deployed in particular locations.
Throughout this work, we assume that the deployed relays
have the same capability as that of the sensors. Particularly,
the relays forward the received data without any processing
operations.

Deploying a set of relays in a wireless sensor network is
one of the main approaches to extend the network lifetime.
More precisely, relays can forward the sensors’ data and hence
they contribute to reducing the transmission power required
by many sensors per transmission, which can extend the
lifetime of these sensors. However, the problem of finding
the optimum locations of these relays is shown to be NP-hard
[2]. Therefore, there is a need to find a heuristic algorithm
that can find good locations for the available set of relays in
polynomial time. This problem is referred to in the literature
as network maintenance problem.

In wireless sensor networks and after deploying the sensors
for a while, some sensors may lose their available energy,
which affects each sensor’s ability to send its own data as well
as forward the other sensors’ data. This affects the network
connectivity and may result in the network being disconnected.
In this case, there is a need to determine the minimum number
of relays along with their optimum locations that are needed
to reconnect this network. Similar to the network maintenance
problem, this problem is NP-complete [3] and there is a need
for a heuristic algorithm to solve this problem in polynomial
time. This problem is referred to as network repair problem.

In this paper, we address the network maintenance and
network repair problems in wireless sensor networks. We pro-
pose various cross-layer algorithms for relay deployment and
data routing, which are jointly designed across the physical
and network layers. First, we propose an efficient network
maintenance algorithm that finds heuristic locations for an
available set of relays to extend the network lifetime. The
network connectivity and consequently the network lifetime
are quantified via the Fiedler value, which is the algebraic
connectivity of the network graph. The Fiedler value is equal
to the second smallest eigenvalue of the Laplacian matrix
representing the network graph. The proposed network main-
tenance algorithm aims at formulating the network lifetime
problem as a semi-definite programming (SDP) optimization
problem that can be solved in polynomial time.
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Building upon the proposed network maintenance algo-
rithm, we propose a routing algorithm, namely, Weighted
Minimum Power Routing (WMPR) algorithm, that can extend
the network lifetime whenever the deployed relays have higher
initial energy than that of the existing sensors. The WMPR
assigns weights to the sensors that are different from that of the
relays. It tends to use the relays more often and hence balance
the network load among the existing sensors and relays, which
results in longer network lifetime. Furthermore, we propose
an adaptive network maintenance algorithm that increases the
network lifetime by relocating the relays depending on the
network status. We consider the Fiedler value of the remaining
network as a good network health indicator. Finally, we
propose an iterative network repair algorithm which finds the
minimum number of relays along with their locations needed
to reconnect a disconnected network.

The proposed network maintenance algorithms are applied
in two different transmission scenarios depending on the
employed medium access control protocol. First, we consider
a zero-interference scenario where each node is assigned an
orthogonal channel and hence there is no interference among
the nodes. Second, we consider an interference-based scenario
where a set of nodes is allowed to send simultaneously and
hence causing interference to each other. We show that the
transmission power required by each sensor per transmitted
packet is higher in the interference-based scenario compared
to that in the zero-interference scenario. Therefore in a limited-
energy network setup, where network lifetime is of big
concern, a zero-interference transmission scenario should be
favorably considered to extend the network lifetime.

The remainder of this paper is organized as follows. In the
next section, we summarize some related work. In Section III,
we describe the system model and present a brief revision
on the algebraic connectivity of a graph. We formulate the
network maintenance problem and describe the proposed
algorithm in Section IV. We build upon that algorithm and
propose different strategies to increase the network lifetime
in Section V. In Section VI, we address the network repair
problem and describe the proposed algorithm. In Section VII,
we present some simulation results that show the significance
of our proposed algorithms. Finally, Section VIII concludes
the paper.

II. RELATED WORK

In this section, we briefly review some of the existing
network maintenance and network repair strategies in wireless
sensor networks. Most of the previous works consider the
time until the first sensor dies, i.e., runs out of energy, as
the network lifetime. In sensor networks, sensors are usually
deployed with large numbers and each area is often covered by
more than one sensor. Therefore, there is a strong correlation
in the sensors’ information and that the death of one sensor
may not affect the performance of the others sending their
measurements to the central unit. Thus, we consider the
time until the network becomes disconnected as the network
lifetime [4], [5].

Recently, there have been numerous network maintenance
algorithms [2], [6]–[8]. In [2], the problem of provisioning

additional energy on the existing sensors along with deploying
additional relays in two-tier wireless sensor networks was
considered. It was shown that the problem of joint design
of energy provisioning and relay node placement can be for-
mulated as a mixed-integer nonlinear programming problem,
which is NP-hard in general. A relay deployment algorithm
that maximizes the minimum sensor lifetime by exploiting
the cooperative diversity was proposed in [6]. In [8], a joint
design of relay deployment and transmission power control
was considered to maximize the network lifetime. In that
work, there is no solution to deploy the relays in particular
locations, instead the probability distribution of the relays’
location is quantified. More precisely, the relay density is
higher near the central unit.

There have been recent works that considered the con-
nectivity in wireless sensor networks [9]-[12]. In [9], the
problem of adding relays to improve the connectivity of multi-
hop wireless networks was addressed. A set of designated
points are given and the available relays must be deployed
in a smaller set of these designated points. The set of relay
locations, are determined based on testing all the designated
points and choosing the combination, which results in higher
connectivity measure. Obviously, this scheme is very com-
plex as the network size increases. In [11], three random
deployment strategies, namely, connectivity-oriented, lifetime-
oriented, and hybrid-oriented, were proposed. However, there
is no explicit optimization problem for maximizing the net-
work lifetime in that work. A mathematical approach to
positioning and flying an unmanned air vehicle (UAV) over
a wireless ad hoc network in order to optimize the network’s
connectivity for better Quality of Service (QoS) and coverage
was proposed in [12].

Several works have considered the network repair problem,
in which the objective is to find the minimum number of
relays needed to have a connected graph. This is the same
problem as the Steiner minimum tree with minimum number
of Steiner points and bounded edge length problem defined
in [13], which is NP-hard. Several approximate algorithms
have been proposed to solve it in [3], [14]–[16]. For instance,
in [16] the proposed algorithm first computes the minimum
spanning tree (MST) of the given graph, then it adds relays
on the MST edges, which are not existing in the original graph.
The connectivity improvement using Delaunay Triangulation
[3] constructs a Delaunay Triangulation in the disconnected
network and deploy nodes in certain triangles according to
several criteria. The network repair problem has been gener-
alized to k-connectivity, both in the sense of edge and vertex
connectivity, in [17].

Finally, we point out some of the unique aspects of our
work compared to the existing works summarized above. First,
the topology model is based on some of the physical layer
parameters. More precisely, the graph edges are constructed
based on the desired bit error rate, maximum transmission
power of the sensors, noise variance, and Rayleigh fading
channel model parameters. This helps in proposing cross-
layer design of relay deployment and data routing schemes.
Second the Fiedler value, which is a good measure of the
connectivity, is considered as the network health indicator.
Third, the main relay deployment algorithm is less complex
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than the previously proposed algorithms, because it is based
on a SDP formulation, which can be solved in polynomial
time.

III. SYSTEM MODEL

In this section, first we describe the wireless sensor network
model. Second, we derive the required transmission power to
achieve a particular Quality of Service (QoS), which is the
bit error rate in this work. Finally, we briefly review some
concepts related to the spectral graph theory.

A wireless sensor network can be modeled as an undi-
rected weighted simple finite graph G(V, E), where V =
{v1, v2, · · · , vn} is the set of all nodes (sensors) and E is
the set of all edges (links). An undirected graph implies that
all the links in the network are bidirectional, hence, if node
vi can reach node vj then the opposite is also true. A simple
graph means that there is no self loop in each node and there
are no multiple edges connecting two nodes. Finally, a finite
graph implies that the cardinality of the sets V and E is finite.
Let n and m denote the number of nodes and edges in the
graph, respectively, i.e., |V | = n and |E| = m, where | . |
denotes the cardinality of the given set.

Without loss of generality, we assume that binary phase
shift keying (BPSK) modulation scheme is employed for
the transmission between any two nodes. BPSK is primarily
chosen since the data rate in most of the sensor network
applications is relatively low, and the BPSK modulation is
an intuitive choice for such applications. We point out that
the proposed algorithms can be easily applied with other
modulation types as well. Let di,j denote the distance between
two nodes {vi, vj} ∈ V and let α denote the path loss
exponent. The channel between each two nodes {vi, vj} ∈ V ,
denoted by hi,j , is modeled as a complex Gaussian ran-
dom variable with zero-mean and variance equal to d−α

i,j ,
i.e., hi,j ∼ CN(0, d−α

i,j ). The channel gain |hi,j | follows a
Rayleigh fading model [[18], Ch.14]. Furthermore, the channel
gain squared |hi,j |2 is an exponential random variable with
mean d−α

i,j , i.e., p(|hi,j |2) = dα
i,j exp(−|hi,j |2 dα

i,j) is the
probability density function (pdf) of |hi,j |2. The noise in each
transmission is modeled as a Gaussian random variable with
zero-mean and variance N0.

Without loss of generality, we assume the zero-interference
transmission scenario1, in which sensors transmit their data
over orthogonal channels whether in time or frequency do-
main. For instance, we consider the Time Division Multiple
Access (TDMA) scenario. The transmission from node vi to
vj can be modeled as

yj =
√

Pi hi,j xi + nj , (1)

where xi is the transmitted symbol with unit energy, i.e.,
|xi|2 = 1. In (1), Pi is the transmitted power, yj is the received
symbol, and nj is the added noise term.

The probability of bit error, or bit error rate (BER), can be
calculated as [[18], Ch14]

ε =
1
2

(
1 −

√
γi,j

1 + γi,j

)
, (2)

1The transmission scenario that takes into consideration the interference
effect is a simple extension of the zero-interference scenario, and it will be
addressed in Section VII-A

where γi,j =
Pi d−α

i,j

N0
denotes the average signal-to-noise

ratio (SNR). The transmission power of node vi, required to
achieve a desired average BER of εo over link (vi, vj), can
be calculated from (2) as

P o
i = dα

i,j N0
(1 − 2 εo)2

1 − (1 − 2 εo)2
, (3)

which is the required transmission power for the zero-
interference transmission scenario.

We assume that each node vi ∈ V can transmit with
power 0 ≤ Pi ≤ Pmax, where Pmax denotes the maximum
transmission power of each node. Also, we assume that the
noise variance and the desired BER are constant for all
the transmissions in the network. Therefore, an undirected
weighted edge (vi, vj) exists if P o

i ≤ Pmax, where P o
i is

calculated as in (3). Furthermore, the weight of an edge l
connecting vi and vj , denoted by wi,j or wl, is a function
of the transmitted power P o

i that depends on the considered
routing scheme, as will be discussed in Section V-A.

For an edge l, 1 ≤ l ≤ m, connecting nodes {vi, vj} ∈
V , define the edge vector al ∈ Rn, where the i-th and j-th
elements are given by al,i = 1 and al,j = −1, respectively,
and the rest is zero. The incidence matrix A ∈ Rn×m of
the graph G is the matrix with l-th column given by al. The
weight vector w ∈ Rm is defined as w = [w1, w2, ..., wm]T ,
where T denotes transpose.

The Laplacian matrix L ∈ Rn×n is defined as

L = A diag(w)AT =
m∑

l=1

wl al al
T , (4)

where diag(w) ∈ Rm×m is the diagonal matrix formed from
w. The diagonal entry Li,i =

∑
j∈N(i) wi,j , where N(i) is

the set of neighboring nodes of node vi that have a direct
edge with node vi. Li,j = −wi,j if (vi, vj) ∈ E, otherwise
Li,j = 0. Since all the weights are nonnegative, the Laplacian
matrix is positive semi-definite, which is expressed as L � 0.
In addition, the smallest eigenvalue is zero, i.e., λ1(L) = 0.
The second smallest eigenvalue of L, λ2(L), is the algebraic
connectivity of the graph G [19]–[22]. It is called Fiedler
value and it measures how connected the graph is because of
following main reasons. First, λ2(L) > 0 if and only if G is
connected and the multiplicity of the zero-eigenvalue is equal
to the number of the connected sub-graphs. Second, λ2(L) is
monotone increasing in the edge set, i.e.,

if G1 = (V, E1) , G2 = (V, E2) , E1 ⊆ E2

then λ2(L1) ≤ λ2(L2) ,
(5)

where Lq denotes the Laplacian matrix of the graph Gq for
q = 1, 2.

As we mentioned previously, the smallest eigenvalue of the
Laplacian matrix is λ1(L) = 0. In addition, its corresponding
eigenvector is the all-ones vector 1 ∈ Rn, as the sum of
the elements in each row (column) is zero. Let y ∈ Rn

be the eigenvector corresponding to λ2(L), which has unity
norm ||y||2 = 1 and is orthogonal to the all-ones vector, i.e.,
1T y = 0. Since, Ly = λ2 y, hence yT Ly = λ2 yT y = λ2.
Therefore, the Fiedler value can be expressed as the smallest
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eigenvalue that satisfy these conditions, i.e.,

λ2(L) = inf
y

{yT Ly , ||y||2 = 1, 1T y = 0} . (6)

In this work, the network lifetime is defined as the time
until the network becomes disconnected, which happens when
there is no communication path from any existing sensor to the
central unit [4], [5]. Consequently, the network dies (becomes
disconnected) if there is no communication path between any
two living nodes including the central unit. Therefore, there
is a direct relation between keeping the network connected
as long as possible and maximizing the network lifetime, as
was shown in [4], [5]. As discussed before, the Fiedler value
defines the algebraic connectivity of the graph and it is a
good measure of how connected the graph is. Intuitively the
higher the Fiedler value is, the more edges that exist between
the nodes, the longer the network can live without being
disconnected, and thus the higher the network lifetime is.
Based on that, we consider the Fiedler value as a quantitative
measure of the network lifetime. In Section VII, we will
validate this direct relation between the Fiedler value and the
network lifetime.

IV. NETWORK MAINTENANCE

The network maintenance problem can be stated as follows.
Given a wireless network deployed in a g × g square area
and represented by the graph Gb = (Vb, Eb), as well as a
set of K relays, what are the optimum locations for placing
relays in order to maximize the Fiedler value of the resulting
network? Intuitively, adding a relay to the network may result
in connecting two sensors or more, which were not connected
together. Because this relay can be within the transmission
range of these sensors, hence it can forward data from one
sensor to the other. Therefore, adding a relay may result in
adding an edge or more to the original graph.

Let Ec(K) denote the set of edges resulting from adding
a candidate set of K relays. Thus, the network maintenance
problem can be formulated as

max
Ec(K)

λ2

(
L

(
Eb ∪ Ec(K)

))
. (7)

Since each relay can be deployed anywhere in the network, the
location of each relay is considered as a continuous variable,
which belongs to the interval ([0, g], [0, g]). It has been shown
that this problem is NP-hard in [2]. In the following subsec-
tion, we explain our proposed heuristic algorithm to solve this
problem.

A. SDP-based Network Maintenance Algorithm

Our proposed algorithm to solve the network maintenance
problem in (7) can be described as follows. First, we divide the
g × g network area into nc equal square regions, each with
width h. Thus, nc = ( g

h )2. We represent each region by a
relay deployed in its center. Thus, the problem can be viewed
as having a set of nc candidate relays, hence the subscript c,
and we want to choose the optimum K relays among these
nc relays. This optimization problem can be formulated as

max λ2

(
L(x)

)
s.t. 1T x = K, x ∈ {0, 1}nc ,

(8)

where

L(x) = Lb +
nc∑
l=1

xl Al diag(wl)AT
l , (9)

and 1 ∈ Rnc is the all-ones vector.
We note that the optimization vector in (8) is the vector

x ∈ Rnc . The i-th element of x, denoted by xi, is either
1 or 0, which corresponds to whether this relay should be
chosen or not, respectively. In (9), Lb is the Laplacian matrix
of the base graph. In addition, Al and wl are the incidence
matrix and weight vector resulting from adding relay l to the
original graph. Assuming that adding relay l results in Il edges
between the original n nodes in the base network, then the
matrix Al can be formed as Al = [a1

l , a
2
l , · · · ,aIl

l ], where
az

l ∈ Rn, z = 1, 2. · · · , Il, represents an edge between two
original nodes. Similarly, Wl = [w1

l ,w
2
l , · · · ,wIl

l ]. We point
out that the effect of adding relays appears only in the edge set
E, and not in the node set V . The weight of a constructed edge
equals the summation of the weights of the edges connecting
the relay with the two sensors. Finally, the constraint 1T x =
K in (8) indicates that the number of chosen relays is K .

The exhaustive search scheme to solve (8) is done by
computing λ2(L) for different

(nc

K

)
Laplacian matrices, which

requires huge amount of computation for large nc. Therefore,
we need an efficient and quick way to solve (8). The optimiza-
tion problem (8) can be thought of as a general version of the
one considered in [20]. By relaxing the Boolean constraint
x ∈ {0, 1}nc to be a linear constraint x ∈ [0, 1]nc , we can
represent the optimization problem in (8) as

max λ2

(
L(x)

)
s.t. 1T x = K, 0 ≤ x ≤ 1 .

(10)

We note that the optimal value of the relaxed problem in (10)
is an upper bound for the optimal value of the original problem
(8), as it has a larger feasible set.

Similar to (6), the Fiedler value of L(x) can be expressed
as

λ2

(
L(x)

)
= inf

y
{yT L(x)y , ||y||2 = 1, 1T y = 0} . (11)

It can be shown that λ2

(
L(x)

)
in (11) is the point-wise

infimum of a family of linear functions of x. Hence, it is
a concave function in x. In addition, the relaxed constraints
are linear in x. Therefore, the optimization problem in (10) is
a convex optimization problem [23]. Furthermore, the convex
optimization problem in (10) is equivalent to the following
semi-definite programming (SDP) optimization problem [20],
[22]

max s

s.t. s(I − 1
n
11T ) � L(x), 1T x = K, 0 ≤ x ≤ 1 ,

(12)

where I ∈ Rn×n is the identity matrix and B � A denotes
that A − B is a positive semi-definite matrix.

By solving the SDP optimization problem in (12) efficiently
using any SDP standard solver such as the SDPA-M software
package [24], the optimization variable x is obtained. Then,
we use a heuristic algorithm to obtain a near-optimal Boolean
solution from the SDP solution. In this paper, we consider a
simple heuristic, which is to set the largest K elements in the
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vector x to 1 and the rest to 0. The obtained Boolean vector
is the solution of the original problem in (8). This described
procedure will be repeated a few times, and each repetition
is referred to as a level. As indicated earlier, each location
xk, k = 1, 2, · · · , K , represents a square region of width
h. Choosing xk = 1 implies that the k-th region is more
significant, in terms of the connectivity of the whole network,
than other ones that have not been chosen.

In order to improve the current solution, we repeat the same
procedure by dividing each k-th region into nc smaller areas
and representing each area by a relay at its center. Then, we
find the heuristic location in these nc regions to have the
relay deployed there. This problem is the same as the one in
(12) by setting K = 1 relay. The same procedure is repeated
for each region k, 1 ≤ k ≤ K , obtained in the first level.
The proposed network-maintenance algorithm applies a finite
number of levels until there is no more improvement in the
resulting Fiedler value. Table I summarizes the implementation
of our proposed network-maintenance algorithm.

We also discuss the complexity issue of the proposed
network maintenance algorithm. The interior point algorithms
for solving SDP optimization problems are shown to be
polynomial in time [24]. Thus, the network maintenance
algorithm which applies a small number of iterations, each
requires solving SDP optimization problem, has a polynomial
complexity in time. Finally, we point out that our network
maintenance algorithm is also suitable for the kind of appli-
cations, where there is a possible locations for the relays to be
deployed [9]. In this section, we have proposed a SDP-based
network maintenance algorithm that deploys a finite number
of relays to maximize the Fiedler value of the resulting graph
and consequently the network lifetime. In the next section,
we consider various strategies to increase the efficiency of the
deployed relays.

V. LIFETIME-MAXIMIZATION STRATEGIES

In this section, we build upon the network maintenance
algorithm described in Table I and propose two strategies that
can extend the network lifetime. First, we propose the WMPR
algorithm, which efficiently utilizes the deployed relays in a
wireless network. Second, we propose an adaptive network
maintenance algorithm that relocates the relays based on the
network status.

A. Weighted Minimum Power Routing (WMPR) Algorithm

In this subsection, first we explain the conventional Min-
imum Power Routing (MPR) algorithm then we present the
proposed WMPR algorithm. The MPR algorithm constructs
the minimum-power route from each sensor to the central unit,
by utilizing the conventional Dijkstra’s shortest-path algorithm
[25]. The cost (weight) of a link (vi, vj) is given by

wi,j |MPR = P o
i + Pr , (13)

where P o
i is the transmission power given in (3) and Pr

denotes the receiver processing power, which is assumed to
be fixed for all the nodes.

In (13), it is obvious that the MPR algorithm does not
differentiate between the original sensors and the deployed
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Fig. 1. Example of routing trees for n = 20 sensors deployed randomly in
6 × 6 square field (a) MPR-based constructed routing tree and (b) WMPR-
based constructed routing tree.

relays while constructing the minimum-power route. In most
of the applications, it is very possible that the few deployed
relays have higher initial energy than that of the many existing
sensors. Intuitively to make the network live longer, the relays
should be utilized more often than the sensors. Consequently,
the loads of the sensors and relays will be proportional to
their energies, which results in more balanced network. The
WMPR algorithm achieves this balance by assigning weights
to the sensors and the relays, and the cost of each link depends
on these weights. Therefore, we propose to have the weight
of the link (vi, vj) given by

wi,j |WMPR = ei P o
i + ej Pr , (14)

where ei denotes the weight of node vi. By assigning the
relays smaller weight than that of the sensors, the network
becomes more balanced and the network lifetime is increased.
In summary, the WMPR utilizes the Dijkstra’s shortest-path
algorithm to compute the route from each sensor to the central
unit using (14) as the link cost. More importantly, weights of
the relays should be smaller than that of the sensors.
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TABLE I
Proposed network maintenance algorithm.

Let Gb = (Vb, Eb) be the original graph, L(K) be the Laplacian matrix of the resulting graph after
adding the available K relays, and λ2,t

(
L(K)

)
be the Fiedler value at the t-th level (iteration).

1) Initialization: Set t = 1 and λ2,0(L(K)) = λ2(Lb(0)), where Lb is the Laplacian matrix
of Gb.

2) Divide the network area into nc equal square regions. Each region is represented by a relay
at its center.

3) Solve the optimization problem in (12) and obtain the best K < nc relays among the nc

relays defined in 2. Denote the solutions as xk, k = 1, 2, · · · , K.
4) Calculate λ2,t

(
L(K)

)
, which is the Fiedler value of the resulting graph by constructing the

Laplacian matrix of the resulting graph.
5) While

(
λ2,t

(
L(K)

)
> λ2,t−1

(
L(K)

))
a) Increment the level index as: t = t + 1.
b) For each solution xk,

i) Divide the k-th region into nc equal square regions and obtain the best location
for this relay. This can be solved using (12) by setting K = 1.

End For
c) Calculate λ2,t

(
L(K)

)
of the resulting graph.

End While
6) The obtained solutions xk, k = 1, 2, · · · , K, represent the required locations of the relays.

Figure 1 depicts a sensor network of n = 20 nodes deployed
randomly in 6 × 6 area. The central unit is located in the
center of the network and we assume that K = 1 relay is
available. The location of the relay is determined via the
network maintenance algorithm, proposed in Table I. Each
routing algorithm, either the MPR or the WMPR, constructs
a tree connecting all the nodes together that has the minimum
weight between each two nodes. In Figure 1 (a), the relay is
treated in a similar fashion to that of the sensors in the MPR-
based constructed routing tree. On the other hand Figure 1 (b)
depicts that in the WMPR-based constructed routing tree, most
of the sensors tend to send their packets to the relay rather
than the neighboring sensors. As will be shown in Section VII,
the WMPR algorithm achieves higher lifetime gain than that
achieved by the MPR algorithm, when the deployed relays
have more initial energy than the sensors. Finally, we point
out that many of the lifetime-maximization routing algorithms
[4], [5], [26] can be modified in a similar way to that of the
WMPR algorithm.

B. Adaptive Network Maintenance Algorithm

In this subsection, we consider the possibility of relocating the
deployed relays. In the fixed network maintenance strategy,
as described in Table I, each relay will be deployed in a
particular place and will be there until the network dies.
Intuitively, the network lifetime can be increased by adaptively
relocating the relays based on the status of the network. Such
a scheme can be implemented via low-altitude Unmanned Air
Vehicles (UAVs) or movable robots depending on the network
environment. For instance, we can utilize one UAV or more,
which can fly along the obtained relays’ locations to improve
the connectivity of the ground network. In each location, UAV
acts exactly as a fixed relay connecting a set of sensors through
multi-hop relaying.

The proposed adaptive network-maintenance algorithm is
implemented as follows. First, the initial locations of the de-

ployed relays are determined using the network-maintenance
algorithm described in Table I. Whenever a node dies, the
Fiedler value of the remaining network is calculated. If it is
greater than certain threshold, then the network is likely to
be disconnected soon. Therefore, the deployment algorithm is
calculated again and the new relays’ locations are obtained.
Finally each relay is relocated to the new location, if it is
different from its current one. The algorithm is repeated until
the network is disconnected.

In the sequel, we present an example to illustrate how
effective the adaptive network maintenance algorithm can
be. Consider a wireless sensor network of n = 20 nodes
deployed randomly in a 6 × 6 square area. We assume that
only K = 1 relay is available. Whenever a node sends a
packet, the remaining energy is decreased by the amount of
the transmission energy and it dies when it has no remaining
energy. In addition, the Fiedler value threshold is chosen to
be 0.03.

Figure 2 depicts the Fiedler value of the network as a
function of the number of dead nodes utilizing the MPR
algorithm. The original network is disconnected after the death
of 8 nodes. By adding a fixed relay, the network lifetime
increases, resulting in a network lifetime gain of 31%. The
network lifetime gain due to adding K relays is defined as
G(K) = T (K)−T (0)

T (0) , where T (K) is the network lifetime
after deploying K relays. By considering K = 1 relay,
the adaptive network-maintenance algorithm achieves lifetime
gain of 70%. This example shows that the proposed adaptive
network maintenance algorithm can significantly increase the
network lifetime. We clarify that these lifetime gains are
specific to that particular example and do not represent the
average results. The average results of the various proposed
network maintenance strategies are provided in Section VII.

It is worth to note that Figure 2 shows that the Fiedler
value of the living network can be thought of as a health
indicator of the network. If the network health is below certain
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Fig. 2. Fiedler value (Network health indicator) versus the number of dead
nodes, for n = 20 sensors deployed randomly in 6×6 square field, is plotted.
Effects of adaptive and fixed network maintenance algorithms are illustrated.

threshold, then the network is in danger of being disconnected.
Thus, a network maintenance strategy, either fixed or adaptive,
should be implemented. However, if the network becomes
disconnected then intuitively we can consider reconnecting the
network again via deploying the minimum number of relays.
This is the network repair problem and it is discussed in the
following section.

VI. NETWORK REPAIR

In this section, we consider the network repair problem. In
particular, the network is initially disconnected and we need to
find the minimum number of relays along with their optimum
locations in order to reconnect the network. Let a disconnected
base network deployed in a g × g square area be represented
by the graph Gb = (Vb, Eb). Hence, λ2

(
L

(
Eb)

)
= 0. The

network repair problem can be formulated as

min K

s.t. λ2

(
L

(
Eb ∪ Ec(K)

))
> δ ,

(15)

where δ > 0 is referred to as connectivity threshold and
it reflects the degree of desired robustness of the network
connectivity and Ec(K) denotes the set of edges resulting
from adding a candidate set of K relays. We note that as
δ increases the number of relays, required to satisfy the
connectivity constraint in (15), increases.

In [3], it was shown that the network repair problem is NP-
complete and hence we propose a heuristic algorithm to solve
it. We utilize our proposed solution for the network mainte-
nance problem in solving the network repair problem. More
precisely, we propose an iterative network repair algorithm,
which is implemented as follows. First, we assume that K = 1
relay is enough to reconnect the network. Second, we solve the
network maintenance problem in Table I to find the location
for that relay. If the Fiedler value of the resulting network
is strictly greater than zero then the network is reconnected
and the algorithm stops. Otherwise, the number of candidate
relays is incremented by one and the algorithm is repeated.
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Fig. 3. The average Fiedler value versus the added number of relays, for
n = 20 distributed randomly in 6 × 6 square field, is plotted. Effect of
deploying relays is illustrated.

Table II summarizes the proposed network repair algo-
rithm. Similar to the network maintenance algorithm, the
network repair algorithm is implemented in polynomial time.
In this section, we have presented our proposed network
repair problem and in the following section, we show some
simulation results for the network maintenance and network
repair proposed strategies.

VII. SIMULATION RESULTS

In this section, we present some simulation results to show
the performance of our proposed algorithms. We consider n =
20 nodes deployed randomly in 6 × 6 square area and the
central unit is assumed to be in the center of the network.
Data generated at the sensors follows a Poisson process with
rate 10 packets per unit time and the path loss exponent is
α = 2. The desired BER for the transmissions over any link is
εo = 10−4, the noise variance N0 = −20dBm, the maximum
power Pmax = 0.15 units, the receiver processing power is
Pr = 10−4 units, and the initial energy of every sensor is
0.1 unit. The number of candidate relays locations utilized
in the network maintenance algorithm, described in Table I,
is chosen to be nc = 25 locations. The SDPA-M software
package [24] has been utilized to solve the SDP optimization
problem in (12). The following results are averaged over 1000
independent network realizations.

Figure 3 depicts the increase of the Fiedler value as the
number of added relays increases. For comparison purposes,
we also plot the effect of randomly adding relays. As shown,
the random addition performs poorly compared to our pro-
posed algorithm. In Section IV, we have chosen the Fiedler
value as an intuitive and good measure of the network lifetime,
which is our main objective. Figure 4 depicts the network
lifetime gain as a function of the added number of relays.
The network lifetime gain due to adding K relays is defined
as

GT (K) =
T (K) − TMPR(0)

TMPR(0)
% , (16)
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TABLE II
Proposed network repair algorithm.

Let Gb = (Vb, Eb) be the original graph, L(K) be the Laplacian matrix of the resulting graph
after adding the available K relays, and λ2(L(K)) be its Fiedler value.

1) Initialization: Set K = 0.
2) While (λ2(L(K) ≤ δ)

a) Increment the number of relays as: K = K + 1.
b) Implement the network maintenance algorithm, described in Table I, utilizing K

candidate relays.
c) Calculate λ2(L(K)) of the resulting graph.

End While
3) The obtained K represents the minimum number of required relays.
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Fig. 4. The average network lifetime gain versus the added number of relays,
for n = 20 distributed randomly in 6 × 6 square field, is plotted. Effect of
deploying relays is illustrated.

where T (K) is the network lifetime after deploying K relays
and TMPR(0) denotes the network lifetime of the original
network utilizing the MPR algorithm. As shown, the proposed
SDP-based network maintenance algorithm achieves signif-
icant network lifetime gain as the number of added relays
increases, which is a direct consequence of increasing the
Fiedler value as shown previously in Figure 3. At K = 4
and by employing the MPR algorithm, the proposed network
maintenance algorithm achieves lifetime gain of 105.8%,
while the random deployment case achieves lifetime gain of
40.09%.

In Figure 4, we also illustrate the impact of the adaptive
network maintenance algorithm on the network lifetime gain.
At K = 4 relays, the lifetime gain jumps to 132.1% for the
MPR algorithm. We also compare the performance of our
proposed algorithm with the exhaustive search scheme. For
practical implementation of the exhaustive search scheme, the
optimum locations for a given set of relays are determined
consecutively, i.e., one relay at a time. We have implemented
the exhaustive search scheme by dividing the network area
into many small regions and each region is represented by a
relay at its center. The optimum location for the first relay
is determined by calculating the lifetime of all the possible
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Fig. 5. The average network lifetime gain versus the added number of relays,
for n = 20 distributed randomly in 6 × 6 square field, is plotted. Effect of
increasing the relays’ initial energy 10 times is illustrated.

locations and choosing the one that results in maximum
lifetime. Given the updated network including the first relay,
we find the optimum location for the second relay via the same
exhaustive search scheme. This algorithm is repeated until all
the relays are deployed. In Figure 4, we show the network
lifetime gain of the exhaustive search case utilizing the MPR
algorithm.

As indicated in Section V-A, the proposed WMPR algo-
rithm should intuitively outperform the MPR algorithm when
relays have higher initial energy than that of the sensors. We
set the weights of the deployed relays to be 0.1, while the
weights of the original sensors to be 1. Therefore, sensors
tend to send their data to the deployed relays rather than the
neighboring sensors. In addition, the relays’ energy are set
to be 10 times that of the sensors. As a result, the WMPR
algorithm achieves higher gain compared to that achieved by
the MPR algorithm as shown in Figure 5. At K = 4, the
WMPR and MPR algorithms achieve network lifetime gains of
278.8% and 262.7%, respectively. In Figure 5, we notice that
the difference between the WMPR and the MPR performance
curves increases as the number of relays increases. Intuitively,
the WMPR algorithm utilizes the relays more frequently than
the MPR algorithm. Hence it achieves higher lifetime gain by
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Fig. 6. The average network lifetime gain versus the added number of relays,
for n = 50 distributed randomly in 15 × 15 square field, is plotted. Effect
of deploying relays is illustrated.

increasing the the relays’ initial energy.
We also consider a larger sensor network of n = 50 nodes

deployed randomly in 15 × 15 square area. Figure 6 shows
the network lifetime gain. At K = 15 and by employing the
MPR algorithm, the proposed network maintenance algorithm
achieves lifetime gain of 113.6%, while the random deploy-
ment case achieves lifetime gain of 40.7%. In Figure 6, we
also illustrate the impact of the adaptive network maintenance
algorithm on the network lifetime gain. At K = 15 relays, the
lifetime gain jumps to 119.7% for the MPR algorithm.

A. Interference-based Transmission Scenario

In this subsection, we consider a different transmission
scenario where some of the sensors are allowed to send their
data simultaneously over the same channel. Assuming that
node vi is sending its data to node vj and the total number of
simultaneous transmissions is s. The received symbol can be
modeled as

yj =
√

Pi hi,j xi +
s∑

k=1,k �=i

√
Pk hk,j xk + nj . (17)

Let mj =
∑

k �=i

√
Pk hk,j xi+nj denote the random variable

representing the summation of the noise and interference
terms. For a large enough number of simultaneous transmis-
sions, mj can be modeled as a complex Gaussian random
variable with zero-mean and variance N0 +

∑
k �=i Pk d−α

k,j via
the central limit theorem [[18], Ch.2], i.e., mj ∼ CN(0, N0+∑

k �=i Pk d−α
k,j ). This is a reasonable assumption as the number

of sensors, deployed in a sensor network, is often large. Thus,
(17) can be written as (1) with different noise term, which is
mj . Consequently and similar to (3), the required power to
achieve a desired BER of εo can be given by

P o
i = dα

i,j

(
N0 +

∑
k �=i

Pk d−α
k,j

) (1 − 2 εo)2

1 − (1 − 2 εo)2
. (18)

In (18), it is obvious that the transmission power required
by each node depends on the transmission powers of the other

nodes sending simultaneously over the same channel. We ob-
tain an approximated power expression, by first approximating
(18) as follows. At low BER, it can be easily shown that

Pi ≈
N0 +

∑
k �=i Pk d−α

k,j

4 εo d−α
i,j

. (19)

The transmission power can be determined through a power
control problem, which can be formulated as the following
optimization problem

min
∑

i

Pi s.t.
N0 +

∑
k �=i Pk d−α

k,j

4 Pi d−α
i,j

≤ εo , (20)

Let p ∈ Rs be the power vector, containing the transmission
powers Pi, that needs to be calculated. Hence, (20) can be
formulated in a matrix form as

min
∑

i

Pi s.t.
(
I− 1

4 εo
F

)
p ≥ u , (21)

where I ∈ Rs×s is the identity matrix and the i-th element of
the vector u ∈ Rs is ui = N0

4 εo d−α
i,j

. With respect to F ∈ Rs×s,

Fi,j = 0 if i = j and Fi,j = (dk,j

di,j
)−α elsewhere. If the

spectral radius of F, which is its largest eigenvalue, is less
than (4 εo), then the minimum power set is given by [27],
[28]

po =
(
I − 1

4 εo
F

)−1

u . (22)

At low BER, it can be shown the zero-interference required
transmission power given in (3) can be approximated as
Pi ≈ N0

4 εo d−α
i,j

. By comparing this power with that required

for the interference-based transmission scenario given in (19),
it is obvious that the interference-based transmission scenario
requires more transmission power per node than that required
in the zero-interference scenario for the same desired BER.
Therefore, nodes will lose their energies with a faster rate
in the interference-based transmission scenario. Consequently,
the network lifetime is shorter in the interference-based trans-
mission scenario. Therefore if limited batteries is a concern
such as in sensor network, it is recommended to have orthog-
onal transmission between the nodes to maximize the network
lifetime.

We consider a network of n = 10 nodes deployed randomly
in 4× 4 area. All the nodes operate in half duplex mode, i.e.,
no node is allowed to transmit and receive at the same node.
In addition, nodes sending their data to the same destination
are not allowed to send their data at the same time since this
requires more complex receiver such as successive interference
cancelation (SIC) decoder, which may not be possible for a
simple sensor node to have. The route from each sensor to the
central unit is determined based on the zero-interference trans-
mission powers, given in (3). Then the transmission powers
are modified according to (22) to represent the interference-
based case.

In addition to the network lifetime, the number of the
delivered packets from all the sensors to the central unit
before the network dies is an important measure of the
network performance. Figure 7 depicts the number of delivered
packets versus the added number of relays for both the
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Fig. 7. The average number of delivered packets versus the added number
of relays, for n = 10 distributed randomly in 4 × 4 square field, is plotted.

zero-interference and interference-based transmission scenar-
ios utilizing the MPR algorithm. First, it is shown for the
interference-based scenario that the number of delivered pack-
ets slightly increasing as the number of added relays increases.
Generally, there are two main factors affecting the net result of
the interference-based scenario whenever relays are deployed.
Deploying relays increases the number of delivered packets
due to performing the relaying task along with the extra energy
that the deployed relays have. So, adding more relays increases
the number of delivered packets, as shown previously for the
zero-interference transmission scenario. On the other hand,
deploying relays causes interference to the other existing nodes
and forces each existing node to raise its transmission power to
overcome the interference effect of the recently added relays.
Thus, deploying relays will cause nodes to die faster and
consequently will decrease the number of delivered packets.
This is the main reason that the network lifetime gains are
higher in the zero-interference transmission scenario compared
to the interference-based scenarios. We note that the net result
of these two factors will determine the performance of the
interference-based network maintenance algorithms.

B. Network Repair

We consider the network repair problem where the network
is originally disconnected. In Figure 8, we show the average
number of added relays required to reconnect a disconnected
network, assuming δ = 0 in (15). n sensors are randomly
distributed in 6 × 6 square area. The maximum transmission
power of any node is Pmax = 0.07. It is shown that for a
disconnected network of n = 25 nodes deployed randomly
in 6 × 6 area, the average number of added relays is 4. For
n < 15, Figure 8 depicts that the average number of added
relays increases as n increases. This is because for small n, it
is more likely that the added sensors will be deployed in new
regions where there are very few or no sensors. Thus, more
relays need to be deployed to connect these added sensors.
On the other hand, as n increases beyond n = 15, the average
number of added relays decreases. This is intuitive because
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Fig. 8. The average minimum number of added relays required to reconnect
a network versus the number of sensors in the network is plotted.

as the the number of sensors increases to a moderate state,
the network becomes more balanced, i.e., the sensors are
uniformly deployed in the whole area. Beyond this moderate
state, increasing the number of sensors keeps filling the gaps
in the network. Consequently, the average number of needed
relays decreases as n increases.

VIII. CONCLUSION

In this paper, we have addressed the problems of network
maintenance and network repair in wireless sensor networks.
We have considered the Fiedler value, which is the algebraic
connectivity of a graph, as a network health indicator. First,
we have proposed a network maintenance algorithm, which
finds the locations for an available set of relays that result
in the maximum possible Fiedler value. This algorithm finds
the location through a small number of levels. In each level,
the network maintenance problem is formulated as a semi-
definite programming (SDP) optimization problem, which can
be solved using the available standard SDP solvers. In a sensor
network of n = 50 sensors deployed in a 15 × 15 area, the
network lifetime has increased by 113.6% due to the addition
of 15 relays.

Second, we have proposed an adaptive network maintenance
algorithm, where the relays’ locations can be changed depend-
ing on the network health indicator. We have shown that a
lifetime gain of 119.7% is achieved due to the proposed adap-
tive network maintenance algorithm. Third, we have proposed
the Weighted Minimum Power Routing (WMPR) algorithm,
which balances the load of the network among the sensors and
the relays. We have also illustrated that in sensor networks,
where sensors have limited supplies, nodes should transmit
their data over orthogonal channels with no interference from
the other nodes. Finally, we have proposed an iterative network
repair algorithm, which finds the minimum number of relays
needed to connect a disconnected network.
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