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Abstract— A novel cooperative multiple access protocol for throughput and delay performance of our proposed protocol,
packet speech communications is proposed. Cooperation isand compare them with a network that does not imple-
achieved through a relay node and by exploiting the silence®  ant cooperation. Furthermore, we study the packet drgppin
riods during speech communication. The relay forwards packts . . L .
for the active calls during some of the time slots that are fre probability -and, in the app|IC§ltIO.n. layer, t,he speech dyali
from those users which are silent. Therefore, no extra charei Our numerical results show significant gains of the proposed

resources are needed for cooperation and the system encoerd cooperative protocol over the non-cooperative one.
no bandwidth losses. A Markov model characterizing the netwrk Il. SYSTEM MODEL

operation is built and thoroughly analyzed. The throughputand . . .
delay performance of the proposed protocol are characteried We consider the uplink channel of a wireless network

and compared to a similar non-cooperative protocol for speeh ~carrying conversational voice traffic. The network employs
communications. a modified version of the packet reservation multiple access
| INTRODUCTION (PRMA) protocol as a mgdium access protocol. PRMA can
] o ) ] ~ be viewed as a combination of TDMA and slotted ALOHA
Cooperative communications is a new paradigm for wireleggotocols where access to the channel is divided into time
networks where multiple users collaborate by creating ipielt frames, which are further subdivided infé time slots each.
signal paths to relay information for each other. Theseipielt Speech sources are characterized by periods of silence in
signals are combined at a destination so as to create spajigyeen talk spurts that account for roughly 60 % of a
diversity. As most of the work on cooperative communicagion:gnyersation time [7]. To model this, each speech source in
has focused on the physical layer, few works have focusgdconyersation is modeled as a Markov chain as shown in
on the impact and implementation of cooperation at highgfy 1(a) with two states: talk (TLK) and silence (SIL) state
network layers. In [1], the authors proposed a distributeghe pasic time unit for the Markov chain is the duration of
version of the network diversity multiple access (NDMAhne complete frame of lengti' seconds. This means that
protocol [2] and provided analysis to demonstrate the 8itier state transitions are only allowed at frame boundariesnThe
gain. In [3], the authors presented the notion of utilizing t {he transition probability from state TLK to state SIL is the
spatial separation between users to assign cooperatirsy i prgpability that a talk spurt with mean duration ends in a
[4], the authors proposed a cognitive multiple access pmto frame of durationr’, that is,y = 1 — e~ /%, Similarly, for
that enables cooperation by benefiting from data burstiteess; sjlence of mean duration, the transition probability from
let a relay utilize periods of transmission silence from §Mpgiaie SIL to state TLK isr — 1 — e—7/12.
data queues. Also [4] studied the m_a_ximum stable throughputrhe on-off nature of speech is used to increase network
and delay performance of the cognitive protocol. utilization by granting access to the channel only to users i
Speech networks differs from data networks because ik TLK state. In PRMA, users starting a talk spurts contend
the talk-silence patterns that characterize voice trafffeese ndependently for the channel in empty time slots. A slot is
patterns have long been exploited in statistical multiplgx reserved for a user that has used it for a successful cootenti
like schemes [5] where users who are silent, release thgiherwise, the base station feeds back a NULL message to
channel resources, which can then be utilized to admit maffyke the slot available for contention in the next time frame
users to the network. In this work, this concept is extended Bjere, we assume immediate feedback. The reserved slots are
making a relay operating in incremental decode-and-faiwafised to transmit voice packets. At the end of a talk spurt,
mode [6] use some of the released resources to help users jRe yser enters a silence state where it is not generating or
talk state forward their packets with higher reliability. mew transmitting any packets. In this case, the base statiosfee
cooperative multiple access protocol is proposed, wheee thack a NULL message declaring the previously reserved time
freed up resources by the silent users is intelligentlyddidi ot once again free for the use of other calls.

between the cooperative relay and new users demandingsacceso represent the wireless channel, the signal receiveceat th

to the network. base station or the relay is modeled as
We study the performance of the proposed protocol by o /P Y Y 1)
describing its state evolution through a Markov chain. We ga vi= 1 P T

insight into the dynamics of the network and the tradeofisherei € { B, R} is the base station or the relay indexs the
associated with the presence of the relay. We charactdrize transmitted signalpP; is the transmission power, assumed to



and, hence, reduces the number of users loosing their ezkerv
/N time slots. This reduces the average number of contending
@ @ users, and, therefore, improves speech quality by significa
v“ lowering access delay and packet dropping probability.
To organize the time slots in a frame, we propose a structure
@ (Q @) where the firstNy slots form a variable size (from frame
to frame) compartment reserved for the talking users. Of the
@ ®) remaining(N—_NT) slots, a fractiorpR is assigned to the relay
Fig. 1. System models (a) Speech sourcé model, (b) Userrtat model and the remaining are made available for contention. In the
frame, the slots used for contention follow those resereed f
be the same for all terminals; denotes the distance betweeRg|king users and precede the Ia& slots, which are assigned
a node and its destination, is the path loss exponerit; the  tg the relay. When a user gives up or gains a slot reservation,
channel fading coefficients, modeled as zero-mean compigx sjots are rearranged so as to maintain this frame stauctu
Gaussian random variables with unit variance, ands an |n any frame, the number of slots assigned to the relay will
additive noise term, modeled as zero-mean complex Gaus§i, — roundpr(N — Nr)). The value ofpx establishes a
random variable with varianc¥,. We assume that the channet;adeoff between the amount of help the relay offers and the
coefficients are constant for the duration of the transmiisSireqyction in the number of time slots available for contemti
of one packet. In this work, we only considered the case of
a symmetric network, where all the inter-users channels are IV. ANALYTICAL MODEL
assumed to be statistically identical. Based on the system model discussed above, a user can be in
We characterize the success and failure of packet receptiwre of three states; silence, contending for channel acoess
by outage events and outage probabilities. The outage prblaving a reserved slot. The user evolution between thetassta
ability is defined as the probability that the Signal to Noisean be described by the Markov chain of Fig. 1(b). The states,
Ratio (SNR) at the receiver is less than a given SNR threshdi8IL, CON, and TLK}, correspond to the silence, contending
3, called outage SNR [8]. For the channel model in (1) theand reserved states, respectively. A user in SIL state moves
received SNR is to CON state when a talk spurt begins. A user in CON state
| hi 27, %Py will send its older packet when there is an available slohwit
SNR = ——— 2 " . .
probability p,.. If contention succeeds, a user in CON state

7
Ny ’
transits to TLK state where it will have a slot reserved fog us

5 e . .
VAvcr:f:rBd“:\Lé]IL/ ?his p?rrc])t?;t?ilci)tr;/ egftﬁlu?;sgtgl:i):tgi)\r)e\évﬂ;unlt mean, sut_)s_equent frames. A user moves from CON state to SIL
' Nopo N a state if |_ts talk spurt ends b_efore gaining access t_o theratan
Po; = Pr {| h; [2< BNor; } —1—exp (_5 o7y ) . () A user in TLK s_tate transits to SI_L _state When_ its talk sp_urt
Py Py ends, and transits to CON state if its packet is not received
correctly by the base station (unless the relay was ablelp he
I1l. PROPOSEDCOOPERATIVE PROTOCOL in which case it will remain in the TLK state).
Transmission errors in the wireless channels have a signifi-Although the actions of different users are independeet, th
cant impact on performance [9]. On one side, a user will fafansition probabilities between different states fonsegiuser
a contention for a time slot and will have to contend aga'me in genera| dependent on the number of users in CON
in another slot if it experiences a channel error. Moreoser,and TLK states because they will affect the probability of
user holding a reserved slot has to give it up and go throughsuccessful contention. Moreover, the number of users in
the contention process again because after a channel efrok state will determine the number of slots assigned to the
the ensuing NULL feedback from the base station indicatgsiay, and hence the relay’s ability to help users. In order t
that the slot is free. Both effects translate into an in@eas take these dependencies into consideration, the netwdrk wi
contending users and, thus, a significant increase in nktw@ge modeled as the two-dimensional Markov chaif, My ),
traffic and in delay to gain a slot reservation, which ultietat where) andM are random variables denoting the number
severely degrades the speech quality. In fact, the cowgestyf users in CON and TLK states, respectively. Assuming there
may reach a level where all users experience reduced speg@his, users in the network, the number of users in the SIL
quality due to packets dropped due to excessive delay [5]. state isMg = M, — Mc — My. Next, we will analyze this
In a voice network, one can mitigate the wireless chann@larkov chain so as to derive different performance measures
impairments through the spatial diversity offered by caape for the cooperative protocol.
tion. We propose the deployment of a single relay node, which et 5, = (Mg, My,), and S; = (Mg,, Mzp,) be the
helps users holding slot reservations, forward their packeystem states at two consecutive frames. Then,
thrpugh an incremental decode-and-forward (DF) prptocol. Me, = Me, +msc +mre —mes —mer (8
This means that, upon a request from the base station, the My, = Mg +mer —mrs — mro (5)
relay forwards the packets that were not successfully vedei : '
by the base station but were successfully decoded by the relsaherem;; denotes the number of users departing from state
This increases the reliability in the terminal-base statiok i € {S,C,T} to statej € {S,C,T}. This implies that



the transition probability between any two states can li&ven mpg, the number of transmission errors from users

determined from the distributions a@isc, mcs, mer, mrs, remaining in the TLK states, follows a binomial distribution

andmr¢, which we derive next. with parametel”s g, the outage probability of the user-to-base
From Fig. 1(a), and since all users are independent, tsation link. Then o

number of users.translnor.nng frqm th_e SIL to the CON state, Pr(e = ilmrg) = ( _T) POiB(l _ POB)M/T—i (11)

mgc, follows a binomial distribution with parameter Then, v

Pr(msc = 1) = (MS) o(1—o)Ms=i  §=0,.. Ms (6) where M}, = Mr —mrg is the number of users remaining in

¢ the TLK state. Assume that the relay can successfully receiv

Upon a successful contention, a user transits from the CON of the ¢ erroneous packets. Then, conditioned orer

to the TLK state. This transition occurs at the end of eadf also binomially distributed but with parametép r, the

free slot where contention can take place, thus the numberogtage probability of the user-to-relay link,

contending users will vary from slot to s_lot. S_uppose therePT(ER = ile) = ?)(1 _ POR)iPo%fi, i=0,..c (12)

are My reserved slots and/y relay slots in a given frame, ?

then there arg N — Mr — Mg) slots for contention. We For each of the slots assigned to the relay, the relay picks on
want to calculate the distribution of the number of users th@f theep packets in its gueue to forward. It follows that the

moved from CON state to TLK state at the end of the laglumber of successfully forwarded packets is binomially

free slot. This can be calculated using a recurrence mo@tributed with parametePo 5,

[10]. Let g(M() be the probability that a user succeeds in e

contention when there aré//, contending users, then the Pr(ep =ileg) = ( ,R)(1 — Pop)'Poy " (13)

probability that only one user has permission to transmit an ¢

the channel was not in outage during packet transmissionwibere M is the number of time slots assigned to the relay

q(M}) = MLp,(1—p,)Me~*(1— Pop). DefineRy,(M},) as and M} = min(Mg,er) because the number of forwarded

the probability that)//, terminals are remaining in the CONpackets cannot exceed the number of assigned slots or the

state at the end of theth available slot(k = 0,1,2,..., N — number of packets in the relay’s queue. Now, the probability

Mt — Mpg), conditioning on the outcome of tHé —1)st time  thati users make the transition from TLK to CON state is the

slot. It follows that forM{, = 0,1, ..., M¢ probability that the relay successfully forwar@s = cp —7)
Re(M{) = Rp_1(ML)[1—q(M)) packets out of the erroneous ones. Then,

, , Mpr—mrs k
+Ri—1 (Mg +1)g(M¢ + 1) (7) Pr(mrc = ilmrg) = Z ZPr(aF =er—iler=1)
where M is the number of users in the CON state at the k=0 =~ 1=0
beginning of the frame. The initial condition for this resian xPr(er =lle = k)Pr(e = klmrs)
is Ro(M{}) = 1{M{ = Mc}, wherel{-} is the indicator This conditional distribution is the one of interest to caéte
function, and the boundary conditiongéM¢+1) = 0, which the state transition matrix.

follows from the total number of contending users beMg. Remark: All the distributions calculated above are state-
Finally, the distribution ofmcr is dependent because they generally dependvfn and M.
Pr(mer =) = RN—pp—mn (Mo — 1) (8) This means that we have to calculate a different set of

distributions for each possible state of the system.

From Fig. 1(a) anql_from users independence, the numbewe can now derive the state transition mafftx An entry
Users _makl)l_qng gtliarés_mo_g fro(;n thﬁ TLK state t(}r;[]he SiL Stat(fg(sl, Sy) of this matrix is the transition probability from state
mrs, IS binomially . istri ﬁeT Wft paraﬂr;efq en, 51. — (Me,, Mz,) to stateSe = (Me,, Mz,). If My, >

Pr(mrs =1) = ( , )7’(1 — ) (9) min(Mp, +Mc,, N), thenP(S;,S2) = 0 because the number
¢ of terminals in TLK state in the next frame cannot exceed

A user makes a transition from the CON state to the Slthe total number of time slots in a frame or the number of
state if its talk spurt ends before gaining access to theraian terminals in TLK and CON states in the current frame. From
Conditioning onm¢r, and using the same argument as fa@), (5), and the distributions developed above, the ttamsi
mrg above, we have o probability P(S1, S2) is given by

— _ C\~i(1 _ ~\ME—i Mc, M’ M,
Pr(mcs =ilmer) = ( ; )7 (1=7) (10) P(51,5) = 3. SO Pr(mos = olmer = 4,51)
=0 y=0 z=0
x Pr(mpc = z|mT5 =Mp, —Mp, +y— 2, Sl)
xPr(mSC = Mc2 — Mcl +r+y— Z|Sl)
xPr(mTS = ]\41“1 — ]\41“2 + Yy — Z|S1)
x Pr(mer = y|S1)

where M{, = Mc — mer. We will keep this distribution
conditioned onmcr, because this is the form we will be
interested in when calculating the state transition matrix

A user leaves the TLK state to the CON state if its
transmitted packet fails to reach the base station suadbssf
and the relay did not help that user. Also, a user in TLK statehere M’ = min(M¢s, — 2, N — My, — Mg, ). Note that
will leave to SIL state if its talk spurt ends in the currergrfre  Pr(mps = My, —Mp,+y—2]S1) = 0if My, —Mp,+y—2z >
irrespective of the reception state of its last transmigtadket. My, — z, since the number of users transitioning from TLK



state to CON state cannot exceed the difference between thBecause voice communication is delay sensitive, the net-
number of users initially in the TLK state and the number ofiork drops all packets with delay exceedify, ., frames.
users leaving the TLK state to the SIL state. Al8o(msc = Assuming that the voice coder generates one packet per frame
Me,—Me, +x+y—2|51) =01if Mc,— Mc, +x+y—2> every user maintains a buffer of length,,... Whenever
Ms,, since the number of users leaving the SIL state canrtbe buffer is full, the user drops the oldest packet until it
be larger than the initial number of users in this state. succeeds in gaining access to the channel. If the talk spurt
ends before reserving a slot, all the packets in the buffer ar
V. PERFORMANCE ANALYSIS dropped. Further discussion of this issue is omitted due to
We consider three performance figures of merit: netwodpace constraints.
throughput, multlple access delay and subjective voicdityua VI, NUMERICAL RESULTS AND DISCUSSIONS
The throughput is the aggregate average amount of data ) )
transported through the channel in a unit time. In our cdee, t W& compare the performance of our cooperative multiple
number of packets successfully transmitted in a given fraril§C€SS Protocol and the PRMA protocol without cooperation.
can be decomposed into two components: one originated frifg Set €ach frame withv = 10 time slots, contention
successful user contending for channel access and anofffgfmission probability, = 0.3, the SNR threshold/ = 15
from the talking users who successfully transmit their pask d5 and the path loss exponemt= 3.7. The distance between
to the base station (either by themselves or with the help ¥ user and the base station is 100 m, and between any user
the relay). Thus, the throughput can be expressed as ?nd tflle rela)(/j 50 m. Sqeech has. adrréeant.tall; sfpurlt ggratlon of
1 = 1 s. and mean silence period durationtef= 1.35 s.,
_ E{B{mor|5} +JJ\‘[4T —BAmrclSi}l 14y the maximum delay i — 2 frames.
Fig. 2 depicts the different performance measures vs.-trans
whereE{-} is the expectation operator. The outer expectatienission power forM, = 25 users and fop, = 0.1, 0.3 and
is with respect to the stationary distribution of the systeem(.5 (amounts of free resources allocated to the relay). Fig. 2(a
Markov chain. The number of successfully transmitted peckelepicts the throughput. It is clear that the cooperativéqmai
is expressed a8/ — E {mrc|Si}, the number of users in outperforms the non-cooperative one. For example, at apowe
TLK state minus the expected number of users leaving th&el of 100 mW andp, = 0.3, the cooperative protocol
TLK state to the CON state, which are the users with failuresiows a 130% increase in throughput. Note that increasing
in their transmissions. the amount of resources allocated to the relay increases the
The multiple access delay is the number of frames a usgiin in throughput, which is expected since more allocated
stays in the CON state before gaining access to the chanmesources means the relay can help more users. Approximate
This delay is a function of the probability of a successfulelay is depicted in Fig. 2(b). As the power increases, the
contention for a user in a given frame, which depends on thelay starts to decrease; then, it increases again. Thivlozh
network state at the instant the user enters the CON stade, &nbecause at low power levels the outage probability will be
will change from frame to frame according to the path thieigh and even if a user succeeds in contention its packet
network follows in the state space. Then, for exact evadmatiwill be lost with high probability. In this case, increasing
of this delay, one should condition on the state at whichthe power will decrease the outage probability and hence
user of interest enters the CON state for the first time. Btart decrease the delay. It is in this region also that the relay ha
from this state, the delay is obtained from the calculatibn @ positive effect on the delay performance as seen for power
the statistics of all possible paths the network followshe t levels less than 100 mW. Naturally, a relay is not necessary i
state space till the user succeeds in the contention procesany network where terminals are not constrained in transmit
One can show that this method for calculating the delay power. As power continues to increase, the outage probabili
impractical. To overcome this difficulty, we approximate thwill be almost negligible and the main cause of delay will
delay as a geometric random variable with paramétéi), be packet collisions. This, together with the fact that the
the contention success probability at stat€hen, the approx- relay decreases the number of free time slots available for
imate average delay is given b9.., = >, o 7(i)/Ps(i) contention, explains why at high power levels the coopegati
where Q) is the set of states wherqlc # 0, and 7w (:) is protocol exhibits larger delay. This is also why the delay
the ith element of the stationary distribution vector In a performance is better for lower values pf. Finally, Fig.
given frame, assuming that all user’s channels are statisti 2(c) shows the estimated conversational Mean Opinion Score
identical, P;s(¢) is equal to the probability that at least oneSince this measure depends on both delay and packet dropping
user succeeds in contention in that frame, which can beyeagtobability, the cooperative protocol has better perfarosaat
computed using the recursion of (7). low power level. We can also see that the cooperative prbtoco
We will base the subjective voice quality evaluation of ouprovides savings of up to 20 % in power for a good speech
protocol on the predictive model developed in [11]. This mlod quality (MOSc=3).
uses source codec parameters, end-to-end delay and packeéte can now draw the following conclusions. At low power
dropping probability to predict the value of the Mean Opmiolevels, the performance of the network is limited by the
Score(MOS,) [12] (a subjective voice quality measure thathannel outage event, this is the case when the cooperative
ranges from 1 to 5). protocol outperforms the non-cooperative one thanks to the
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duce spatial diversity and help calls forward their packets
We developed and analyzed a Markov model describing the
network dynamics in the presence of a relay. We characterize
the throughput of the proposed protocol and compared it to
the non-cooperative PRMA protocol. Moreover, we studied
the delay and subjective speech quality performance of the
proposed protocol. Our results shows significant perfogaan
gains of the proposed protocol over the non-cooperative
counterpart. Furthermore, we studied the tradeoff between
the amount of help provided by the relay and the network’s
ability to accept new users. This tradeoff is due to the relay
occupying a portion of the free resources already used for
contention. We showed that the proposed cooperative pybtoc

level and 25 users, (a) Throughput, (b) Delay still

outperforms the non-cooperative one in all perforeean

spatial diversity introduced by the relay. On the other hangonsidered measures by intelligently choosing the praport
for high power levels, the performance is limited by packejf resources assigned to the relay.

collisions. We notice an increase in the average number of
reserved slots, because users are less likely to lose their
reservations. Therefore, the number of free slots decsesas 1]
there is an increase in delay at this region. Since the ralay i
already using part of the time slots available for contemtio [2]
the probability of collision increases, and the perforneant

the cooperative protocol degrades in this region. From Figs
2(a) and 2(b) one can conclude that, the more the assigned
resources to the relay the better the throughput is, because
the relay can help more users. On the other hand, delqm
performance will depend on the amount of transmission power
alongside withp,., thus, intelligent choice op, will always 5]
guarantee better performance for our protocol. This rdsult
confirmed in Fig. 3 depicting the variation of throughput and
delay as a function of, compared with the non-cooperative [6]
case for a network with 25 users and transmission power
P = 75 mW. Therefore, the introduction of cooperation in[7]
the network forms a tradeoff between the amount of help th%]
relay is offering to the existing users in the network, anel th
network’s ability to accept new users. From Fig. 3 we can see
that by assigning between 25% and 30% of the free resourcé
to the relay the throughput is almost maximized, furthemnor
our protocol outperforms the non-cooperative one in terfins [@o]
delay.

VIl. CONCLUSIONS (11]

We have proposed a novel multiple access protocol for

packet voice communication over wireless relay networkg2]
The relay exploits free resources in the network to intro-
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