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Abstract—While microtask crowdsourcing provides a new way
to solve large volumes of small tasks at a much lower price com-
pared with traditional inhouse solutions, it suffers from quality
problems due to the lack of incentives. On the other hand, pro-
viding incentives for microtask crowdsourcing is challenging since
verifying the quality of submitted solutions is so expensive that it
will negate the advantage of microtask crowdsourcing. We study
cost-effective incentive mechanisms for microtask crowdsourcing
in this paper. In particular, we consider a model with strategic
workers, where the primary objective of a worker is to maximize
his own utility. Based on this model, we first analyze two basic
mechanisms and show their limitations in collecting high-quality
solutions with low cost. Then, we propose a cost-effective mecha-
nism that employs quality-aware worker training as a tool to stim-
ulate workers to provide high-quality solutions. We prove theo-
retically that the proposed mechanism can be designed to obtain
high-quality solutions from workers and ensure the budget con-
straint of the requester at the same time. Beyond its theoretical
guarantees, we further demonstrate the effectiveness of our pro-
posed mechanisms through a set of behavioral experiments.

Index Terms—Crowdsourcing, game theory, incentive, Markov
decision process, symmetric Nash equilibrium (SNE).

I. INTRODUCTION

ROWDSOURCING, which provides an innovative and
C effective way to access online labor market, has become
increasingly important and prevalent in recent years. Until
now, it has been successfully applied to a variety of applica-
tions ranging from challenging and creative projects such as
R&D challenges in InnoCentive [1] and software develop-
ment tasks in TopCoder [2], all the way to microtasks such
as image tagging, keyword search, and relevance feedback
in Amazon Mechanical Turk (Mturk) [3] or Microworkers
[4]. Depending on the types of tasks, crowdsourcing takes
different forms, which can be broadly divided into two cate-
gories: crowdsourcing contests and microtask crowdsourcing.
Crowdsourcing contests are typically used for challenging
and innovative tasks, where multiple workers simultaneously
produce solutions to the same task for a requester who seeks

Manuscript received May 29, 2013; revised September 30, 2013 and
December 04, 2013; accepted December 19, 2013. Date of publication
January 09, 2014; date of current version March 13, 2015.

The authors are with the Department of Electrical and Computer Engi-
neering, University of Maryland, College Park, MD 20742 USA (e-mail:
yanggao@umd.edu; yan@umd.edu; kjrliu@umd.edu).

Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TCIAIG.2014.2298361

and rewards only the highest quality solution. On the other
hand, microtask crowdsourcing targets small tasks that are
repetitive and tedious but easy for an individual to accom-
plish. Different from crowdsourcing contests, there exists no
competition among workers in microtask crowdsourcing. In
particular, workers will be paid a prescribed reward per task
they complete, which is typically a small amount of money
ranging from a few cents to a few dollars.

We focus on microtask crowdsourcing in this paper. With the
access to large and relatively cheap online labor pool, microtask
crowdsourcing has the advantage of solving large volumes of
small tasks at a much lower price compared with traditional in-
house solutions. However, due to the lack of proper incentives,
microtask crowdsourcing suffers from quality issues. Since
workers are paid a fixed amount of money per task they com-
plete, it is profitable for them to provide random or low quality
solutions in order to increase the number of submissions within
a certain amount of time or effort. It has been reported that
most workers on Mturk, a leading marketplace for microtask
crowdsourcing, do not contribute high-quality work [5]. To
make matters worse, there exists an inherent conflict between
incentivizing high-quality solutions from workers and main-
taining the low-cost advantage of microtask crowdsourcing for
requesters. On the one hand, requesters typically have a very
low budget for each task in microtask crowdsourcing. On the
other hand, the implementation of incentive mechanisms is
costly as the operation of verifying the quality of submitted
solutions is expensive [6]. Such a conflict makes it challenging
to design incentives for microtask crowdsourcing, which
motivates us to ask the following question: What incentive
mechanisms should requesters employ to collect high-quality
solutions in a cost-effective way?

In this paper, we address this question from a game-theoretic
perspective. In particular, we investigate a model with strategic
workers, where the primary objective of a worker is to maxi-
mize his own utility, defined as the reward he will receive, minus
the cost of producing solutions of a certain quality. Based on
this model, we first study two basic mechanisms widely adopted
in existing microtask crowdsourcing applications. In particular,
the first mechanism assigns the same task to multiple workers,
identifies the correct solution for each task using a majority
voting rule, and rewards workers whose solution agrees with
the correct one. The second mechanism assigns each task only
to one worker, evaluates the quality of submitted solutions di-
rectly, and rewards workers accordingly. We show that in order
to obtain high-quality solutions using these two mechanisms,
the unit cost incurred by requesters per task is subject to a lower
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bound constraint, which is beyond the control of requesters and
can be high enough to negate the low-cost advantage of micro-
task crowdsourcing.

To tackle this challenge, we then propose a cost-effective
mechanism that employs quality-aware worker training as a tool
to stimulate workers to provide high-quality solutions. In cur-
rent microtask crowdsourcing applications, training tasks are
usually assigned to workers at the very beginning and are irrele-
vant to the quality of submitted solutions. In contrast, our mech-
anism makes more effective use of training tasks by assigning
them to workers when they perform poorly. With the introduc-
tion of quality-aware training tasks, the quality of a worker's
solution to one task will affect not only the worker's immediate
utility but also his future utility. Such a dependence provides
requesters with an extra degree of freedom in designing incen-
tive mechanisms and thus enables them to collect high-quality
solutions while still having control over their incurred costs. In
particular, we prove theoretically that the proposed mechanism
is capable of collecting high-quality solutions from self-inter-
ested workers and satisfying the requester's budget constraint
at the same time. Beyond its theoretical guarantees, we further
conduct a set of behavioral experiments to demonstrate the ef-
fectiveness of the proposed mechanism.

The rest of the paper is organized as follows.
Section II presents the related work. We introduce our model
in Section IIT and study two basic mechanisms in Section IV.
Then, in Section V, we describe the design of a cost-effective
mechanism based on quality-aware worker training and analyze
its performance. We show simulation results in Section VI and
our experimental verifications in Section VII. Finally, we draw
conclusions and discuss future work in Section VIII.

II. RELATED WORK

Most of existing work on quality control for microtask
crowdsourcing focuses on filtering and processing low-quality
submitted solutions [6]-[10]. As opposed to such approaches,
we study how to incentivize workers to produce high-quality
solutions in the first place. There has recently been work ad-
dressing incentives of crowdsourcing contests from game-the-
oretic perspectives by modeling these contests as all-pay
auctions [11]-[13]. Nevertheless, these models cannot apply to
our scenario as there exists no competition among workers in
the context of microtask crowdsourcing.

There is a small literature that addresses incentives for micro-
task crowdsourcing. In [14], Shaw ef al. conducted an experi-
ment to compare the effectiveness of a collection of social and
financial incentive mechanisms. A reputation-based incentive
mechanism was proposed and analyzed for microtask crowd-
sourcing in [15]. In [16] and [17], Singer and Mittal proposed
an online mechanism for microtask crowdsourcing where tasks
are dynamically priced and allocated to workers based on their
bids. In [18], Singla and Krause proposed a posted price scheme
where workers are offered a take-it-or-leave-it price offer and
employed multiarmed bandits to design and analyze the pro-
posed scheme. Our work differs from these studies in that they
do not consider the validation cost incurred by requesters in their
models. For microtask crowdsourcing, the operation of veri-
fying the quality of submitted solutions is so expensive that it

will negate the low-cost advantage of microtask crowdsourcing,
which places a unique and practical challenge in the design of
incentive mechanisms. To the best of our knowledge, this is the
first work that studies cost-effective incentive mechanisms for
microtask crowdsourcing.

III. THE MODEL

There are two main components in our model: the requester,
who publishes tasks; and workers, who produce solutions to the
posted tasks. The submitted solution can have varying quality,
which is described by a 1-D value. The requester maintains cer-
tain criteria on whether a submitted solution should be accepted.
Only acceptable solutions are useful to the requester. Workers
produce solutions to the posted tasks in return for reward pro-
vided by the requester. We assume workers are strategic, i.e.,
they choose the quality of their solutions selfishly to maximize
their own utilities.

In our model, a mechanism describes how the requester will
evaluate the submitted solutions and reward workers accord-
ingly. Mechanisms are designed by the requester with the aim
of obtaining high-quality solutions from workers. They should
be published at the same time as tasks are posted. Mechanisms
can be costly to the requester, which negates the advantages of
crowdsourcing. In this work, we focus on mechanisms that not
only can incentivize high-quality solutions from workers, but
also are cost effective. We now formally describe the model.

A. Worker Model

We model the action of workers as the quality ¢ of their so-
lutions. The value ¢ represents the fact that the probability of
this solution is acceptable to the requester, which implies that
g € [0,1]. Since microtasks are typically simple tasks that are
easy for workers to accomplish, we assume workers are capable
of producing solution of quality 1. Moreover, we assume that the
solution space is infinite and the probability of two workers sub-
mitting the same unacceptable solution is 0. The cost incurred
by a worker depends on the quality of solution he chooses to
produce: a worker can produce a solution of quality g at a cost
¢(q). We make the following assumptions on the cost function
e(-):
1) ¢(g) is convex in g, i.e., it is more costly to improve a

high-quality solution than to improve a low-quality one by

the same amount;
2) ¢(q) is differentiable! in g;
3) d(q) > 0, ie., solutions with higher quality are more
costly to produce;
4) ¢(0) > 0, i.e., even producing zero-quality solutions will
incur some cost.

The benefit of a worker corresponds to the received reward,
which depends on the quality of his solution, the mechanism
being used, and possibly the quality of other workers' solu-
tions. We focus on symmetric scenarios, which means the ben-
efit of a worker is evaluated under the assumption that all the
other workers choose the same action (which may be different
from the action of the worker under consideration). Denoted

'We assume that the cost functions are differentiable mainly for the purpose
of mathematical analysis.
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by Vai(d, ¢) the benefit of a worker who submits a solution of
quality ¢ while other workers produce solutions with quality ¢
and mechanism M is employed by the requester. A quasi-linear
utility is adopted, where the utility of a worker is the difference
between his benefit and his cost

uprm(§,q) = Vaald, q) — c(q)- 1)

B. Mechanism Choice

We formulate microtask crowdsourcing as a game, where the
requester designs the rules of the game, i.e., mechanisms, to col-
lect high-quality solutions in a cost-effective way and workers
are players of the game who act to maximize their own utilities.
To capture the interaction among strategic workers, we adopt the
symmetric Nash equilibrium (SNE) as the solution concept. In
cases where a worker's utility does not depend on other workers'
actions, SNE reduces to a simple optimal action solution.

Mechanisms are evaluated at the SNE. In particular, the equi-
librium action of workers can be used to indicate the effective-
ness of mechanisms. Among many possible SNEs, we will be
interested in a desirable one where workers choose g = 1 as
their equilibrium actions, i.e., self-interested workers are willing
to contribute with the highest quality solutions. We would like to
emphasize that such an outcome is practical in that microtasks
are typically simple tasks that are easy for workers to accom-
plish satisfactorily.

In a mechanism M, there is a unit cost C'y4 per task incurred
by the requester, which comes from the reward paid to workers
and the cost for evaluating submitted solutions. We refer to such
a unit cost 'y as the mechanism cost of M. Since one of the
main advantages of microtask crowdsourcing lies in its low cost,
mechanisms should be designed to achieve the desirable out-
come with low mechanism cost. In particular, we assume that
the requester has a predetermined budget B > 0 for the mech-
anism cost. A mechanism M is referred to as the budget fea-
sible mechanism if and only if Cyy < 5. To study a mecha-
nism, we address the following questions: 1) Under what con-
ditions does the desirable SNE exist? 2) Can the mechanism
ensure the budget constraint and the existence of the desirable
SNE simultaneously?

C. Validation Approaches

As an essential step toward incentivizing high-quality solu-
tions, a mechanism should be able to evaluate the quality of
submitted solutions. We describe below three approaches con-
sidered in this paper, which are also commonly adopted in ex-
isting microtask crowdsourcing applications.

The first approach is majority voting, where the requester as-
signs the same task to multiple workers and accepts the solu-
tion that was submitted by the majority of workers as the cor-
rect one. Clearly, the validation cost of majority voting depends
on the number of workers per task. It has been reported that, if
assigning the same task to more than ten workers, the cost of
microtask crowdsourcing solutions is comparable to that of in-
house solutions [6], and when the number of tasks is large, it
is financially impractical to assign the same task to too many
workers, e.g., more than three [5]. Therefore, when majority

voting is adopted in incentive mechanisms, a key question needs
to be addressed: What is the minimum number of workers per
task for the existence of the desirable SNE?

Second, the requester can use tasks with known solutions,
which we refer to as gold standard tasks, to evaluate the sub-
mitted answers. Validation with gold standard tasks is expensive
since correct answers are costly to obtain. More importantly, as
the main objective of the requester in microtask crowdsourcing
is to collect solutions for tasks, gold standard tasks can only be
used occasionally for the purpose of assessing workers, e.g., as
training tasks.

Note that both majority voting and gold standard tasks as-
sume implicity that the task has a unique correct solution, which
may not hold for creative tasks, e.g., writing a short description
of a city. In this case, a quality control group [19] can be used to
evaluate the submitted solution. In particular, the quality group
can be either a group of on-site experts who verify the quality of
submitted solution manually or another group of workers who
work on quality control tasks designed by the requester. In the
first case, the time and cost spent on evaluating the submitted
solutions is typically comparable to that of performing the task
itself. In the second case, the requester not only has to investi-
gate time and effort in designing quality control tasks but also
needs to pay workers for working these tasks. Therefore, valida-
tion using quality control group is also an expensive operation.

IV. BASIC INCENTIVE MECHANISMS

In this section, we study two basic mechanisms that are
widely employed in existing microtask crowdsourcing ap-
plications. Particularly, for each mechanism, we characterize
conditions under which workers will choose ¢ = 1 as their
best responses and study the minimum mechanism cost for
achieving it.

A. Reward Consensus Mechanism

First, we consider a mechanism that employs majority voting
as its validation approach and, when a consensus is reached, re-
wards workers who submitted the consensus solution. We refer
to such a mechanism as the reward consensus mechanism and
denote it by M. In M, a task is assigned to K + 1 different
workers. We assume that K is an even number and is greater
than 0. If the same solution is submitted by no less than K /2+1
workers, then it is chosen as the correct solution. Workers are
paid the prescribed reward r if they submit the correct solution.
On the other hand, workers will receive no payments if their
submitted solutions are different from the correct one or if no
correct solution can be identified, i.e., no consensus is reached.

In M., the benefit of each worker depends not only on his
own action but also on other workers' actions. Therefore, a
worker will condition his decision making on others' actions,
which results in couplings in workers' actions. To capture such
interactions among workers, we adopt the SNE as our solution
concept, which can be formally stated as follows.

Definition 1 (SNE of M_): The ¢* is an SNE in M, if ¢* is
the best response of a worker when other workers are choosing

*

q*.
We show below the necessary and sufficient conditions of
g* = 1 being an SNE in M.
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Proposition 1: In M., ¢* = 1 is an SNE if and only if r
> J(1).

Proof: Under the assumption that the probability of any
two workers submitting the same unacceptable solution is zero
(which is reasonable as there are infinitely possible solutions), a
worker's solution will be accepted if and only if he submits the
correct solution and there are no fewer than K /2 other workers
who submit the correct solution. Since the probability of n out
of K other workers submitting the correct solution is (K!/n!(K
— )@ (1 — §)¥ ™, we can calculate the utility of a worker
who produces solutions of quality ¢ while other workers choose
action q as

um. (@) =rq Y, (-9 " —cla).

K!
! _ !
Ny n!(K —n)!

According to Definition 1, ¢* is an SNE of M., if and only if

q* € arg max un, (¢",q). ()
q€[0,1]
Since uq, (1, q) = rq — ¢(q) is a concave function of ¢ and ¢
€ [0, 1], the necessary and sufficient condition of g* = 1 being
an SNE can be derived as

P L)) e 20 ®
|
From Proposition 1, we can see that M, can enforce self-in-
terested workers to produce the highest quality solutions as long
as the prescribed reward r is larger than a certain threshold.
Surprisingly, this threshold depends purely on the worker's cost
function and is irrelevant to the number of workers. The mech-
anism cost of M, can be calculated as

Cm, = (K +1)r > (K +1)J(1). 4)

Therefore, to minimize the mechanism cost, it is optimal to
choose the minimum value of K, i.e., K = 2, and let r =
¢'(1). In this way, the requester ensures that the desirable action
¢* = 1 can be sustained as an equilibrium with the minimum
mechanism cost C'}, = 3¢/(1). Having more workers working
on the same task will only increase the mechanism cost while
not helping to improve the quality of submitted solutions. If B
> 3¢/(1), the reward consensus mechanism is budget feasible
to allow the establishment of the desirable SNE. On the other
hand, if the predetermined budget B < 3¢/(1), there exists no
budget feasible reward consensus mechanism that can be used
to collect high-quality solutions.

We note that there exits multiple equilibria for the reward con-
sensus mechanism. To eliminate equilibria other than ¢ = 1, the
requester can first withhold information about K from workers,
i.e., workers will no longer know the number of workers who
will solve the same task. In such a case, there exits no equi-
librium with ¢ € (0, 1) since workers are uncertain about how
others' actions will affect their utility except for ¢ = 0 and ¢
= 1. Moreover, ¢ = 0 is unlikely to be a practical equilib-
rium since it implies that no worker will receive any reward.
Once a worker observes that there are indeed rewards given
out, he will rule out the belief about equilibrium ¢ = 0 in

his deliberations. To formally eliminate the equilibrium with ¢
= 0, the requester can employ a combination of the reward
consensus mechanism and the reward accuracy mechanism as
we will show in Section V. In such a case, once the SNE with ¢
= 1 exists, it becomes the unique equilibrium and thus a good
prediction of user behaviors.

B. Reward Accuracy Mechanism

Next, we consider a mechanism that rewards a worker purely
based on his own submitted solutions. Such a mechanism is re-
ferred to as the reward accuracy mechanism and is denoted by
M, . In particular, depending on the characteristics of tasks, M,
will use either gold standard tasks or the quality control group
to verify whether a submitted solution is acceptable. In our dis-
cussions, however, we make no distinctions between the two
methods. We assume that the validation cost per task is d, and
there is a certain probability € < 1 that a mistake will be made
in deciding whether a solution is acceptable.

As we have discussed, these validation operations are expen-
sive and should be used rarely. Therefore, M, only evaluates
randomly a fraction of submitted solutions to reduce the mech-
anism cost. Formally, in M, the requester verifies a submitted
solution with probability «,. If a submitted solution is accept-
able or not evaluated, the worker will receive the prescribed re-
ward 7. On the other hand, if the solution being evaluated is
unacceptable, the worker will not be paid.

In M, the utility of a worker is irrelevant to actions of other
workers. Therefore, we write the utility of a worker who pro-
duces solutions of quality ¢ as

up, (@) =7 [(1 — an) + ag(1 — e)g + aue(l — q)] — elq).

The SNE in M, reduces to an optimal action ¢* by which a
worker's utility function is maximized. Since uq, (¢) is a con-
cave function of ¢ and ¢ € [0, 1], we can derive the necessary
and sufficient conditions of ¢* = 1 as

¢(1)

o>t
Ga = (1—2e)r

(%)
We can see that there is a lower bound on possible values
of a,, which depends on the cost function of workers and the
prescribed reward r. Since o, € [0, 1], for the above condition
to hold, we must have » > (¢/(1)/(1 — 2¢}). Moreover, we can
calculate the mechanism cost in the case of ¢* = 1 as
Cam, = (1 — age)r + ag,d.

a

The requester optimizes the mechanism cost by choosing the
sampling probability «, and the reward r. Therefore, we can
calculate the minimum mechanism cost as

min
<a,<l, >

" (1 —aue)r +a,d.  (6)
d—2¢)

v, =
Mo 2/ (1)
(1-2¢)r

By solving the above convex optimization problem using the
Karush—Kuhn-Tucker conditions [20], we get

/ ! !
c(l)d_ﬁc(l)7 ifd> (1)
—_— 1—2¢ 1— 2¢ 1— 2¢
= (7)
M dwa o
————— +d, otherwise.

1— 2



GAO et al.: ON COST-EFFECTIVE INCENTIVE MECHANISMS IN MICROTASK CROWDSOURCING 7

(quq“
~ Worki Traini _
P,.,(q,.,,qu) g ) |1-£(g,)
F(q,)

Fig. 1. State transition diagram of our proposed mechanism M.

Moreover, the optimal parameters for achieving the minimum

mechanism cost are
[ ¢ /e (1)
1-— 26d l - 2 - l — 2¢
otherwise.

aX=1,r*

®)

1—26

Similarly, as the reward consensus mechanism, the mecha-
nism cost of the reward accuracy mechanism must be greater
than a certain threshold in order for the requester to collect so-
lutions with the highest quality from workers. That is, if the
requester's budget B < (7, , the reward accuracy mecha-
nism can no longer guarantee the existence of the desirable SNE
while being budget feasible.

V. REDUCING MECHANISM COST BY QUALITY-AWARE
WORKER TRAINING

Our previous discussions show the limitations of the two
basic mechanisms in collection high-quality solutions with
low cost: to ensure the existence of the desirable SNE, the
requester's budget 3 must be higher than certain thresholds, i.e.,
the minimum mechanism costs. These minimum mechanism
costs are determined by the worker's cost function and possibly
the validation cost, all of which are beyond the control of the
requester. If these minimum mechanism costs are large, the
requester will have to either lower his standard and suffer from
low-quality solutions or switch to other alternative approaches.

To overcome this issue, we introduce a new mechanism AM;,
which employs quality-aware worker training as a tool to stim-
ulate self-interested workers to submit high-quality solutions.
Our proposed mechanism is built on top of the basic mecha-
nisms to further reduce the required mechanism cost. In par-
ticular, there are two states in AM,;: the working state, where
workers work on standard tasks in return for reward; and the
training state, where workers do a set of training tasks to gain
qualifications for the working state.

In the working state, we consider a general model which in-
corporates both the reward consensus mechanism and the re-
ward accuracy mechanism. We assume that with probability
1 — By, a task will go through the reward consensus mecha-
nism and with probability 3,,, the reward accuracy mechanism
will be used with the sampling probability «,,. According to our
results in Section IV-A, it is optimal to assign three workers per
task when the reward consensus mechanism is being used. In the
working state, a submitted solution will be accepted by M if
it is accepted by either the reward consensus mechanism or the
reward accuracy mechanism. A submitted solution will be re-
jected otherwise. When a solution is accepted, the worker will

receive the prescribed reward r and can continue working on
more tasks in the working state. On the other hand, if a worker's
solution is rejected, he will not be paid for this task and will
be put into the training state to earn his qualifications for fu-
ture tasks. Let Py, (u, ¢u ) represent the probability of a solu-
tion with quality ¢,, being accepted in the working state when
other submitted solutions are of quality §,,. We have

Py (Gu: Gw) = (1 = Bu)dw [@y + 24w (1 — du)]

FBu(l — ay) + Buaw [(1 —26)q, + €. (9)

The immediate utility of a worker at the working state can be
calculated as

C(‘]w)-

In the training state, each worker will receive a set of N
training tasks. To evaluate the submitted solutions, an approach
similar to the reward accuracy mechanism is adopted. In partic-
ular, a worker is chosen to be evaluated at random with proba-
bility a¢. A chosen worker will pass the evaluation and gain the
permission to working state if A/ out of NV solutions are cor-
rect. We assume M = N in our analysis while our results can
be easily extended to more general cases. An unselected worker
will be granted permission to enter the working state next time.
Only workers who fail the evaluation will stay in the training
state and receive another set of N training tasks. We denote by
P;(q) the probability of a worker who produces solutions of
quality ¢; being allowed to enter the working state next time,
which can be calculated as

u%t(gun%u) = TPw(guuqqu) - (10)

Pia)= (1~ o) +acl(l -2+, (D)
The immediate utility of a worker at the training state is
uipg, (9:) = —Ne(gy). (12)

To summarize, we plot the state transitions of M, in Fig. 1.
We further assume that at the end of each time slot, a worker
will leave the system with probability 1 — 4, where § € (0,1).
Moreover, a new worker will enter the system immediately after
an existing one left. New workers will be placed randomly into
the working state or the training state according to an initial state
distribution specified by the requester.

From (10) and (12), we can see that workers' immediate
utility in AM; depends not only on their actions but also on
which state they are in. Moreover, as the state transition
probabilities depend on workers' actions according to (9) and
(11), taking a certain action will affect not only the immediate
utility but also the future utility. For example, a worker may
increase his immediate utility by submitting poor solutions
at the working state but suffer from the loss of being placed
into the training state next time. Given the dependence of
future utility on current actions, as rational decision makers,
workers will choose their actions to optimize their long-term
utility. Formally, we denote by U}y (Gw, quw, ¢¢) the long-term
expected utility of a worker who is currently at the working
state and chooses action g,, for the working state and action
g for the training state while others choose action §,, at the
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working state. Similarly, we write U/t\/tt (§uw, qQu,q) for the
long-term expected utility at the training state. We have

U_}\U/tt (jun G, qt)
= uwMt (Qw7Qw)
+ 5 [Pw(@m Q11))[]_}\U/tt (QUHQUHQt)

+ (1= Pu(Gus @w)) Ul (Guws @ a2)] (13)
Ul (Gus G 31
= iy, (a¢) + 3 [Pe(a)URy, (Guos Qs a1)
+ (1 - Pi(q)) U/tm (@m%m%)] - (14)

Based on the definition of worker's long-term expected utility,
the SNE in M; can be formally defined as follows.

Definition 2 (SNE of M¢): The action pair (g,,, §;) is an SNE
of My, if Vg, € [0,1] and Vg; € [0,1], the following two
conditions hold:

(15)
(16)

U}\L;tt(ljwv‘jwﬂjt) ZU}()/tt((jw7Qw7qt)
Uj\/lt(quanquAt) ZUf t(dwaQvat)-

The above definition suggests a way to verify whether an ac-
tion pair (gy,, §;) of interest is an SNE, which can be summa-
rized as the following three steps.
1) Assume all workers are adopting (4, §;:) and one worker
of interest may deviate from it.

2) Find the optimal action (¢, ¢;) for this worker.

3) The action pair (g, 4;) is an SNE if and only if it is con-
sistent with the optimal action pair (¢}, ¢} ), i.e., G = ¢
and ¢ = ¢ .

The key challenge here is to find the optimal action pair for a
worker given the other workers' action, which can be modeled
as a Markov decision process (MDP). In this MDP formulation,
the state set includes the working state and the training state,
the action in each state is the quality of solutions to produce,
rewards are the immediate utility specified in (10) and (12), and
transition probabilities are given in (9) and (11).

Note that in our discussions so far we assume stationary ac-
tions, i.e., workers' actions are time-invariant functions of the
state. Such an assumption can be justified by properties of MDP
as shown in Proposition 2.

Proposition 2: Any worker cannot improve his long-term ex-
pected utility by choosing time-variant actions, if all the other
workers' action at the working state is stationary, i.e., Vg,, €
0,1

U/(\U/lt (Qw, q:;) (7—)7 q: (T)) = U.}\‘j’f (Quu q;kU’ q;‘k)
Ula, (Guw, @5 (7), a5 (1)) = Uy, (qu, 43 47)

where (g (7),¢; (7)) is the optimal time-variant action pair
and (g, q;f) is the optimal stationary action pair, given other
workers' action ¢,,.

Proof: The problem of finding the optimal action pair for a
worker given the other workers' action can be formulated as an
MDP. In this MDP formulation, rewards and transition proba-
bilities are stationary if other workers' action at the working state
is stationary. In addition, the state space is stationary and finite,
and the action space is stationary and compact. Moreover, the

rewards and transition probabilities are continuous in actions.
Therefore, according to [21, Th. 6.2.10], there exits a determin-
istic stationary action rule by which the optimal utility of this
MDP can be achieved. In other words, choosing any random,
time-variant and history-dependent action rule will not lead to
a higher utility. ]

Among all possible SNEs, we are interested in ones where
dw = 1, i.e., workers will produce solutions with the highest
quality at the working state. Note that we do not guarantee so-
lution quality at the training state since, in M, the working state
serves the production purpose whereas the training state is de-
signed as an auxiliary state to enhance workers' performance at
the working state. Solutions collected from the training state will
only be used for assessing workers and should be discarded af-
terwards. We would like to characterize conditions under which
such SNEs exist. Toward this end, we will follow the three steps
outlined above with an emphasis on solving the MDP to find the
optimal action pair. Our results are summarized in the following
proposition, where we present a necessary and sufficient condi-
tion on the existence of SNEs with ¢, = 1.

Proposition 3: There exists §; € [0, 1] such that (1, §;) is an
SNE of M, if and only if

U}\ljlt(L 17th) - Uj\/lt(l, 1,@)
. (1) o
0 [(1 - /gw) + Bwaw(l — 26)] §

Proof: To show the existence of an SNE with ¢, = 1,
we first assume that all workers are choosing the action pair
(1, g:) except one worker under consideration. Since interac-
tions among workers only occur at the working state, the value
of §; will not affect the decision of this particular worker.

Next, we characterize the optimal action pair (g, ¢;') for this
particular worker. The problem of finding the optimal action
pair of a certain worker can be modeled as an MDP where the
necessary and sufficient conditions of an action pair being op-
timal are given in (15) and (16). Nevertheless, it is not easy to
derive the optimal action pair directly from these conditions.
Therefore, we need to find another set of equivalent conditions.
Since in our MDP formulation, 0 < § < 1, the state space is
finite and the immediate reward is bounded, Theorem 6.2.7 in
[21] shows that an action pair (g, ¢;) is optimal if and only if
it satisfies the following optimality equations:

(17

*
€ arg max
Qy g 0<gas1

x {uly, (1, quw)
+ 6 [Pu(1,qu)Uly, (1,5 4))

4 € argogz?}g{l
X {uﬁwt(%)
+0 [Pla)Uky, (L5 a)
0 Rl U ()] 09

and that there exits at least one optimal action pair.
Since the above optimality equations hold for any value of g,
we set §; = g;. Then, to prove that there exists an SNE (g, §;)
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with §,, = 1, it suffices to show that ¢}, = 1. Substituting (10)
into (18) and after some manipulations, we have

¢, € arg max {[r + U, (1,4, 4/)

_5Uj\/[t (Lq:;nq:)] Ru(la [Iw) - C(qw)} . (20)
From (9), we know
Pu(1,qw) = [(1 — Buw) + Buwcw(l — 2¢)] quw
+5u(1 — ay) + Buaye. (21)

Substituting (21) into (20), we have

G € argog;g}él {{l(1 = Bw) + Buwaw (1l — 2¢)]

X [‘7“ + 6U.}\U/lt (17 anq:) - 5Uj\/tt (L(quafﬁ)] Gu — C(qw)} .

Recall that ¢(g,,) is a convex function of g,,. We can thus
derive the necessary and sufficient condition for ¢}, = 1 as

[(1 - /Bw) + ﬁwaw(l - 25)]
x [r+dU%, (1,1,q;) — 8Us, (1,1,4;)] > (1) (22)

which is also the necessary and sufficient condition for the ex-
istence of the SNE (§,,, §:) with §,, = 1. Replacing ¢} with g;,
we obtain the condition in (17) and complete the proof. ]

In the above proposition, we show that it is an equilibrium
for self-interested workers to produce solutions with quality
1 at the working state as long as the condition in (17) holds.
Nevertheless, this condition is hard to evaluate since neither
the equilibrium action at the training state §;, nor the optimal
long-term utility Uy, (1,1,4;) and Uj\/lt(l7 1,4) is known to
the requester. On the other hand, we hope to find conditions
that can guide the requester in choosing proper parameters for
mechanism M;. Therefore, based on results of Proposition 3,
we present in the following a sufficient condition on the exis-
tence of desirable equilibria, which is also easy to evaluate.

Theorem 1: In M,, if the number of training tasks V is large
enough, i.e.,

1 (1 +88,aume)c’ (1) 01

N2 ¢(0) [6(1 — Buw) + 0Buwaw (1 — 2¢) 5

r—+¢(1)
(23)
then there exits an SNE (,,, §;) such that §,, = 1.

Proof: First, we obtain a lower bound on U}, (1,1,§;) —
th\/[t (1,1,4;) and then combine this lower bound with Propo-
sition 3 to prove Theorem 1.

A w T
Let U(Qwv Qt) = [ M, (17 Gw; ‘Jt) U,t\/lt (lv Gw, Qt)} . Then,
from (13) and (14), we have

(I - 5Q(Qw,qt)) U(QUM qt) - b(QHn Qz) (24)
where T is a 2 x 2 identity matrix, b{qu,q) =
w T
[uRe, (1, qw)  uly, (@) and
A Pw(laQw) l_Pw(LQw)
w - 25
Q(q Qt) Pt(Qt) 1 —Pt(Qt) (25

Since 0 < & < 1, it can be proved according to the Corollary
C.4in [21] that matrix (I—5Q(q., ¢:)) is invertible. Therefore,
we can obtain the long-term utility vector of action pair (¢, g+ )
as

U(qu, ) = - 0Q(quw, @) ' b(gu, ). (26)
Based on (26), we have
U;\UAt<1aQw7Qt) - Uf\At(laQUHQt)
=[1 —1]U(qu, )
ulty, (1, qw) — vy, (91) o7

- 1+4 [Pt(qt) - Pw(]-7 qw)] .

The above results hold for Vg,, € [0,1] and Vg € [0, 1].
Therefore, for a desired action pair (1, §;), we have

Lr;/L\U/[t(17 17 th) - U_f\/tt(L 17 Qt)
gy, (1L1) —uly, (G)
1+ J [Pt(‘jt) o Pw(]-7 l)]
(1 — Buawe)r —e(l) + Ne(ge)
146 {1 Cata[(1-20G +dY — (- fawawe)}
S (1 — Byaye)r —e(1) + Ne(0)
1+ dBuaue ’
Since [(1 — 2¢)d; + €]V < 1, the inequality in (28) is derived
by replacing [(1 — 2¢)@; + €] with 1 and by using the fact that

¢(q) is monotonically increasing in g.
Therefore, the condition in (17) is guaranteed to hold if

(1 = Buaye)r —c(1) + Ne(0)

(28)

1+ 63, a5€
S (1) T
B 5[(1 _Bw)'i‘ﬂwa’w(l _26)] 4
which leads to the sufficient condition in (23). ]
Theorem 1 shows that given any possible settings

(s, Buw, 7y ctr) in My, we can always enforce workers to pro-
duce solutions with quality 1 at the working state by choosing a
sufficiently large N. Moreover, if we further divide parameters
in M; into working state parameters (v, By, 7'} and training
state parameters (c, N), then results of Theorem 1 illustrate
that the requester will no longer be limited by solution quality
constraints when designing the working state, which are guaran-
teed to hold via the design of the training state. In other words,
through the introduction of quality-aware worker training, our
proposed mechanism offers an extra degree of freedom in terms
of mechanism design for the requester. Such an extra degree of
freedom enables the requester to collect high-quality solutions
while still having control over the mechanism cost. We will
discuss the mechanism cost of M; in Section V-A.

A. Mechanism Cost

For the requester, the mechanism cost of M, at the desirable
equilibrium (1, §;) can be written as

Cm, = (1= 8u)-3r+ 8w - [(1 — age)r + apd] + Bu

o

e 3 (1= Py(d)]" auNd
k=0
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where the last term corresponds to the cost of validation in the
training state. Since ¢ < 1, it follows that P;(g;) > 1 — oy +
azeN . Therefore, we have

Caty < 3r(L = Bu) + Bu [(1 — aue)r + ayd]

ay
+

3 /1 _wnyHPuBw Nd.
lfat(lfeN)ﬁ'a ¢

We then design parameters of M; according to the following
procedure: 1) select working state parameters «,,, 8,,, and r; 2)
choose N such that (28) holds; and 3) design a; such that

g
1—a(1—€N)
<A{3r(1 - Buw) + Buw [(1 — aye)r + ayd]}

B, eNd
(29)

where v > 0 is a parameter chosen by the requester to control
the relative cost of training state to working state. The inequality
in (29) is equivalent to

ay

< Y{3r (1= Bu) + B [(1 - awe)r+a,d]}

“y(1-eMY{3r(1—Bu)+Buw|(1—awe)r+ayd| }+BuaweNd
(30)

Following the above design procedure, we have

Caty < (147) 3r(1 = Bu) + Bul((L — ce)r + aud)]
If &y, and r are chosen to minimize the cost, we have
<ol ool T

X [37(1 — Buw) + Buw (1 — aye)r +a,d)] =0< B

* —
CA/I '

which illustrates that there always exists a mechanism M, that
not only can ensure the existence of the desirable SNE but also
is budget feasible.

We note that, in practice, the requester's budget B is influ-
enced by many factors such as the market conditions of mi-
crotask crowdsourcing and how the requester values his micro-
tasks, and thus varies from requester to requester. Our above
analysis shows that, given any budget, the proposed mechanism
enables the requester to collect high-quality solutions while still
staying on budget. Nevertheless, detailed discussions on how to
set a reasonable budget are beyond the scope of this paper.

B. Stationary State Distribution

In above discussions, we focus on the quality of submitted
solutions at the working state, while there is no guarantee of
solution quality at the training state. This is sufficient for the re-
quester to collect high-quality solutions since the training state
only serves as an auxiliary state and will not be used for produc-
tion. On the other hand, the system efficiency of M; depends on
the probability of a worker being at the working state. If such
a probability is small, AM; will have low efficiency as a large
portion of workers are not contributing to actual tasks.

Therefore, to fully study the performance of M;, we analyze
the stationary state distribution of M, in this section. We denote
by 7, the probability of a worker being at the working state
at the nth time slot after entering the platform. The probability

of being at the training state is thus (1 — 7). We denote by
72 and #) the stationary state distribution and the initial state
distribution, respectively. Note that the initial state distribution
70 is a design aspect that can be controlled by the requester,
i.e., the requester can decide whether a new worker starts at the
working state or at the training state. Our main result is a lower
bound of 737, as shown in the following proposition.

Proposition 4: In My, if workers follow a desirable SNE
(1, 4;), then the stationary state distribution 75° will be reached
and

(1—8)m0 +35(1 — ay)
1 =0+ 6Buawe+ (1 —ay)
Proof: Assuming that all workers are adopting the action

pair (1, §;), then we can write the state distribution update rule
as

o
Ty 2

(€2))

= 6n? P (1,1)+6 (1—77) Py(g)+(1—8)70)
=8 [Pu(1,1) = Pi(G)] mpp +(1—8)mp, +8Py(Gs). (32)

If the stationary state distribution 7y exists, it must satisfy
72 = §[Py(1,1) — Pi(G,)] w22 4 (1 — 8)ad 4+ 5P (d;). (33)

Therefore, we have

e (- 80 + 5Pi(ds)
w1 §[Pu(1,1) — Py(G)]

B (1—5)7r2,—|—5{(1—at)+at[(1—26)Qt+6]N}
l—é(l—ﬁwawe)+5{(1—at)+at [(1—26)qt+e]N}

(1872 +6(1 — ay)
T 138+ 6Bwane+ (1 —az)

The last inequality holds since [(1 — 2¢)g; + ¢]¥ > 0 and 7°°
is monotonically increasing as the value of [(1 — 2¢)g; + ¢]V
increases.

Next, we show that the stationary distribution 7, will be
reached. From (32) and (33), we have

m =y =6 [Pu(Ll,1) — Po(d)] (i, — 7).
Since |6[P,,(1,1) — P:(g:)]| < 1, we have

lim (x)y —77) =0= lim @) =my. ]

aw
n—ou n—rox

From Proposition 4, we can see the lower bound of 7 in-
creases as 7, increases. Since the larger 75° means higher effi-
ciency, the requester should choose 72, = 1 for optimal perfor-

mance. Therefore, we have

e 0w iy€

> 1 — R
21 1-04+6(1— ay)+ 8Bwane (34)

When 3,, = 0, i.e., only the reward consensus is employed at
the working state, or in the ideal case of ¢ = 0, we can conclude
that w;y = 1. This implies that every newly entered worker will
first work at the working state, choose to produce solutions with
the highest quality as their best responses, and keep on working
in the working state until they leave the system. As a result, all
workers will stay at the working state and are available to solve
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posted tasks. Moreover, since no training tasks are actually as-
signed in this case, they become equivalent to a threat to en-
force strategic workers to submit high-quality answers, which
will never be carried out.

On the other hand, when 8,, > 0 and ¢ > 0, although all
workers will start with the working state and choose to produce
solutions with quality 1, a portion of them will be put into the
training state due to validation mistakes of the requester. How-
ever, since the probability of error is usually very small, i.e.,
€ < 1, we can still expect 75, to be very close to 1, which im-
plies that the majority of workers will be at the working state. To
mitigate the damage to workers caused by validation mistakes,
the requester could take actions such as setting up a mechanism
for workers to report errors and to get compensated. Neverthe-
less, detailed discussions are beyond the scope of this paper.

VI. SIMULATION RESULTS

In this section, we conduct numerical simulations to examine
properties of our proposed mechanism M; and to compare its
performance with that of the basic mechanisms M, and M,,.
Throughout the simulations, we assume the following cost func-
tion for workers:

clg) = L

(A+1)2

where A > 0 is a parameter that controls the degree of sensitivity

of a worker's cost to his action. In particular, the smaller A is,

the more sensitive a worker's cost will be with respect to his

actions. In addition, the cost of choosing the highest quality 1 is

normalized to be 1, i.e., ¢(1) = 1. From the definition of ¢(q),

we also have ¢(0) = A?/(A + 1)? and /(1) = 2/(A + 1).

Moreover, we set d = 10,4 = 0.9, and ¢ = 0.01 throughout the
simulations.

In the first simulation, we evaluate the sufficient condition for
the existence of desirable SNEs in (28) under different settings.
Such a sufficient condition is expressed in the form of a lower
bound on the number of required training tasks, which depends
on the worker's cost function as well as working state parame-
ters By, 0y, and r. We set » = 1, which matches the cost of
producing solutions with quality 1. Moreover, since N > 1,
when the derived lower bound of NV is less than 1, we set it to
be 1 manually.

We show in Fig. 2 the lower bound of N versus A when
8w = 0, i.e., only the reward consensus mechanism is used in
the working state. Since workers are more cost sensitive in pro-
ducing high-quality solutions with a smaller A, it becomes more
difficult to make ¢ = 1 as their best responses. As a result, we
need to set relatively large N's to achieve the desirable SNE for
small A's, as shown in Fig. 2. On the other hand, when A is large
enough, the lower bound in (28) will no longer be an active con-
straint since any N > 1 can achieve our design objective.

We then study the more general cases where both the reward
consensus mechanism and the reward accuracy mechanism are
adopted in the working state. We show in Fig. 3 the lower bound
of N versus «,, under different values of 3,, and A. Similarly,
we can see that smaller A leads to a larger lower bound of V.
Moreover, the lower bound of NV also increases as ¢, decreases.
This is because it becomes more difficult to enforce workers

(35)
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Fig. 2. Lower bound of N for the existence of desirable SNEs when 3,, = 0.
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Fig. 4. Lower bound of n® when 3, = 1.

to submit high-quality solutions if we evaluate the submitted
solutions less frequently. Since 3,, represents the ratio of tasks
that will be evaluated using the reward accuracy mechanism, the
smaller 3, is, the less dependent of the lower bound of N will
be on the sampling probability c,,.

In the second simulation, we evaluate numerically the lower
bound of the stationary probability of a worker being at the
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Fig. 5. Long-term expected utility loss of a worker who deviates to action pair (gw, §¢): (8) Bw = 0; (b) Bw = 1, @y, = 0.1; and (¢) B = 1, . = 0.9.

working state, i.e., w;; under different settings. We consider
B = 1 in our simulations as 7 = 1 when £, = 0. In ad-
dition, we set 70 = 1, i.e., every newly entered worker will be
placed at the working state. In Fig. 4, we show the lower bound
of 77 under different values of o, and a;. We can see that the
lower bound of 75 decreases as a,, and o increase. More im-
portantly, 75° will be above 0.9 even in the worst case, which
indicates that our proposed mechanism can guarantee the ma-
jority of workers being at the working state.

Next, we verify Theorem 1 through numerical simulations. In
particular, we assume all workers adopt the equilibrium action
pair (1, §;) except one worker under consideration who may de-
viate to (qu, §). We set 7 = 1 and choose N to be the smallest
integer that satisfies the sufficient condition of the existence of
desirable SNEs in (28). We set a; according to (30) with v
= 1, i.e., see the equation at the bottom of the page. More-
over, the equilibrium action at the training state §; is obtained
by solving (18) and (19) using the well-known value iteration
algorithm [21]. We show in Fig. 5 the long-term expected utility
loss of the worker under consideration at the working state, i.e.,
Uiy, (1,1, 4:) — Uy, (1, qu, 4: ). From the simulation results, we
can see that under all simulated settings, choosing g,, = 1 will
always lead to the highest long-term expected utility, i.e., zero
long-term expected utility loss. Therefore, as a rational decision
maker, this worker will have no incentive to deviate from the ac-
tion (1, g; ), which demonstrates that (1, g;) is indeed sustained
as an equilibrium.

Finally, we compare the performance of our proposed mech-
anism M; with that of the two basic mechanisms M. and M.
Since M, is capable of incentivizing workers to submit solu-
tions of quality 1 with an arbitrarily low cost, it suffices to show
the quality of solutions achieved by M. and M, under different
mechanism costs. In particular, for M., we assume that a task is
given to three workers. Therefore, for a given mechanism cost
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Fig. 6. Equilibrium action versus the mechanism cost in M..

C'a,, the reward to each worker is » = Claq, /3. According to
our analysis in Section IV-A, the equilibrium action ¢}y, in M.
can be calculated as ¢}, = max{min{g, 1},0}, where ¢ is the
solution to the following equation:

r[2q — ¢*] = (q).

In our simulations, when there are multiple equilibria, we pick
the one with higher quality. On the other hand, if there exits no
equilibrium, we set ¢3,, = 0. We show curves of the equilib-
rium action gy, in Fig. 6. From the simulation results, we can
see that M, can only achieve the highest quality 1 when the
mechanism cost (a4, is larger than a certain threshold. More-
over, such a threshold increases as A increases, i.e., as workers
are more cost sensitive in producing high-quality solutions.

o= min{ {r

{3r(1 — Buw) + Bu [(1 — awe)r + ayd]} 1}
{3r(1 — 3w) + Bu [(1 — awe)r + ayd]} + BuaweNd' |-
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Fig. 7. Optimal action versus the mechanism cost in M,,: (a) &, = 0.2; and (b) &, = 0.8.

For M,, we study two cases where o, = 0.2 and o, = 0.8,
respectively. Then, given a mechanism cost ("o, , we set r such
that

Om, = (1 — aze)r + a,d.

Under M, workers will respond by choosing their optimal ac-
tion g}, as

4 = arg max u .
r. gqe[0.1] Ma(9)
We show the optimal action g}, versus the mechanism cost
C'am, for M, in Fig. 7. Similarly, we can see that requesters are
unable to obtain high-quality solutions with low C'a4,, .

VII. EXPERIMENTAL VERIFICATIONS

Beyond its theoretical guarantees, we further conduct a set of
behavioral experiments to test our proposed incentive mecha-
nism in practice. We evaluate the performance of participants
on a set of simple computational tasks under different incen-
tive mechanisms. We mainly focused on the reward accuracy
mechanism in the experiment. We found that, through the use
of quality-aware worker training, our proposed mechanism can
greatly improve the performance of a basic reward accuracy
mechanism with a low sampling probability to a level that is
comparable to the performance of the basic reward accuracy
mechanism with the highest sampling probability. We describe
the experiment in detail below followed by analysis and discus-
sions of the results.

A. Description of the Experiment

The task we used was calculating the sum of two randomly
generated double-digit numbers. To make sure all tasks are
roughly of the same difficulty level, we further make the sum
of unit digits to be less than 10, i.e., there is no carrying from
the unit digits. The advantage of such a computational task is
that: 1) it is straightforward for participants to understand the
rule; 2) each task has a unique correct solution; 3) the task can
be solved correctly with reasonable amount of effort; and 4) it
is easy for us to generate a large number of independent tasks.

In our experiment, participants solve the human computation
tasks in exchange for some virtual points, e.g., ten points for
each accepted solution. Their goal is to maximize the accumu-
lated points earned during the experiment. Tasks are assigned to
each participant in three sets. Each set has a time limit of 3 min,
and participants can try as many tasks as possible within the
time limit. Such a time limit helps participants to quantify their
costs of solving a task with various qualities using time. Dif-
ferent sets employ different incentive mechanisms. In particular,
set I employs the basic reward accuracy mechanism M, with
the highest sampling probability «, = 1. The basic reward ac-
curacy mechanism M, with a much lower sampling probability
o, = 0.3 is employed in set II. We use our proposed mechanism
M in set 11, which introduces quality-aware worker training
to the same basic reward accuracy mechanism as used in set II
with training state parameters set as a; = 0 and N = 15. Since
a correct solution can be obtained for all tasks, we are able to
determine the correctness of each solution without error. That
is, we have € = 0 in all cases.

We created a software tool to conduct the experiment. As no
interaction among participants is involved, our experiment was
conducted on an individual basis. Before the experiment, each
participant was given a brief introduction to experiment rules as
well as a demonstration of the software tool. There was also an
exit survey following each trial of the experiment, which asked
participants about their strategies.

B. Experimental Results

We have successfully collected results from 41 participants,
most of whom are engineering graduate students. The number
of collected submissions per set varies significantly from 30 to
180, depending on both the strategy and skills of different par-
ticipants. From the requester's perspective, the accuracy of each
participant represents the quality of submitted solutions and,
therefore, is a good indicator to the effectiveness of incentive
mechanisms. We show the histogram of accuracy for all three
sets in Fig. 8.

For set I, as the highest sampling probability, i.e., o = 1,
was adopted, most participants responded positively by submit-
ting solutions with very high qualities. There is only one partic-
ipant who had relatively low accuracy compared with others in
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Fig. 8. Histogram of accuracy: (a) set I; (b) set II; and (c) set III.

that he was playing the strategy of “avoiding difficult tasks” ac-
cording to our exit survey. A much lower sampling probability
of 0.3 was used for set II. In this case, it becomes profitable to
increase the number of submissions by submitting lower quality
solutions, as most errors will simply not be detected. This ex-
plains why the majority of participants had very low accuracies
for set II. What is worth noting is the fact that a few workers,
five out 41, still exhibited very high accuracies in set II. Our exit
survey suggests that their behaviors are influenced by a sense
of “work ethics,” which prevents them from playing strategi-
cally to exploit the mechanism vulnerability. Similar observa-
tions have also been reported in [22] and [23]. In set III, as the
introduction of training tasks makes it more costly to submit
wrong solutions, participants need to reevaluate their strategies
to achieve a good tradeoff between accuracy and the number of
submitted tasks. From Fig. 8, we can see that the accuracy of
participants in set III has a very similar distribution as that in
set L.

We now analyze our experimental results qualitatively. Let
I't, I'11, and I'1y1 represent the accuracy of set I, set I1, and set 111,
respectively. Our results show that 't — 'y follows a distribu-
tion with median significantly greater than 0.6 by the Wilcoxon
signed rank test with significance level of p < 5%. On the other
hand, the median of the distribution of I'y — I'yy is not signifi-
cantly greater than 0.01 by the Wilcoxon signed rank test with
p > 10%. The unbiased estimate of the variance of I'1, I'r1, and
I'r11 are 0.0060, 0.1091, and 0.0107, respectively. Moreover, ac-
cording to the Levene's test with significance level of 5%, the
variance of ['11 is not significantly different from that of L'y,
while it is indeed significantly different from that of I';1. To
summarize, through the use of quality-aware worker training,
our proposed mechanism can greatly improve the effectiveness
of the basic reward accuracy mechanism with a low sampling
probability to a level that is comparable to the one that has the
highest sampling probability.

VIII. CONCLUSION AND FUTURE WORK

In this paper, we have proposed a cost-effective mechanism
for microtask crowdsourcing that applies quality-aware worker
training to reduce mechanism costs of basic mechanisms in
stimulating high-quality solutions. We have proved theoreti-
cally that, given any mechanism cost, our proposed mechanism
can be designed to sustain a desirable SNE where participated
workers choose to produce solutions with the highest quality

Accuracy

20

a

=)
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©
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at the working state and a worker will be at the working state
with a large probability. We further conducted a set of human
behavior experiments to demonstrate the effectiveness of the
proposed mechanism.

This paper can be extended in various directions. For ex-
ample, we believe that in addition to serving as a penalty, the use
of quality-aware worker training can impact workers' behavior
by improving their skills so that it would be less costly for them
to produce solutions of the same quality later. Therefore, an im-
portant direction of future work is to extend our strategic worker
model to a heterogeneous and time-varying one that captures
such an effect of training tasks. Moreover, it would be inter-
esting to extend our results to the multiple requesters' case. For
example, the requester can adopt an objective that takes into ac-
count competitions from other requesters when designing the
working state and then guarantee the solution quality through a
proper design of the training state.
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