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Abstract— Recently, cooperative routing in wireless networks al. introduced user cooperation diversity. A two-user CDMA
has gained much interest due to its ability to exploit the cooperative system, where both users are active and use
broadcast nature of the wireless medium in designing power- thogonal codes, was implemented in this two-part series.
efficient routing algorithms. Most of the existing cooperation- In (7118 | lecti h f inal d lti-nod
based routing algorithms are implemented by finding a shortest- n [71,[8], relay-selection sc emes Ior single- and mult-node
path route first. As such, these routing algorithms do not decode-and-forward cooperative systems were proposed. In
fully exploit the merits of cooperative communications at the [9], the authors have provided SER performance analysis for
physical layer. In this paper, we propose a cooperation-based the decode-and-forward multi-node scheme. Finally, a distrib-

routing algorithm, namely, Minimum Power Cooperative Routing a4 relay-assignment algorithm for wireless communications
(MPCR) algorithm, which makes full use of the cooperative has beenypropgsed in [181

communications while constructing the minimum-power route. : . o .
The MPCR algorithm constructs the minimum-power route as a 1 he merits of the cooperative communications in the phys-
cascade of the minimum-power single-relay building blocks from ical layer have been explored. However, the impact of the co-

the source to the destination. Hence, any distributed shortest- gperative communications on the design of the higher layers is
path algorithm can be utilized to find the optimal route with . \ye|l-understood yet. Routing algorithms, which are based

polynomial complexity, while guaranteeing certain throughput. th i icati d k i
We show that the MPCR algorithm can achieve power saving on the cooperative communications and known as cooperative

of 57.36% compared to the conventional shortest-path routing routing [11], is an interesting research area and can lead to
algorithms. Furthermore, the MPCR algorithm can achieve significant power savings. The cooperative routing proposed in

power saving of 37.64% compared to the existing cooperative [11] makes use of two facts: the Wireless Broadcast Advantage
routing algorithms, in which the selected routes are constructed (WBA) in the broadcast mode and the Wireless Cooperative
based on the noncooperative routes. Advantage (WCA) in the cooperative mode. In the broadcast
mode each node sends its data to more than one node, while
in the cooperative mode many nodes send the same data to
In wireless networks such as ad hoc networks, nodes spehd same destination.
most of their power in communication, either sending their The cooperative routing problem has been recently consid-
own data or relaying other nodes’ data [1]. Therefore, dered in the literature [11]-[15]. In [11], the optimum route
signing power-efficient routing algorithms is one of the majas found through a dynamic programming algorithm. In [12],
concerns in wireless networks. Furthermore, the commutire minimum-power route is chosen while guaranteeing fixed
cation power can be reduced by jointly considering otheéfansmission rate. In [13], Lét al. proposed the Cooperative
layers’ protocols, which make use of the broadcast nature Sifiortest Path (CSP) algorithm, which chooses the next node
the wireless medium. Moreover, these algorithms should bethe route that minimizes the power transmitted by the last
implemented in a distributed way. Therefore, the main goal ¢f nodes added to the route. Sikoea al. presented in [14]
this paper is to design a distributed minimum-power routingn information-theoretic viewpoint of the cooperative routing
algorithm for wireless networks, which exploits the broadcast linear wireless network for both the power-limited and
nature of the wireless medium. bandwidth-limited regimes. In addition, the authors in [14]
Recently, cooperative communication for wireless networkmalyzed the transmitted power, required to achieve a desired
has gained much interest due to its ability to mitigate fadirgnd-to-end rate. In [15], the authors proposed three cooperative
through achieving spatial diversity, while resolving the diffirouting algorithms, namely, relay-by-flooding, relay-assisted
culties of installing multiple antennas on small communicatioruting, and relay-enhanced routing.
terminals. In cooperative communications, relays are assigned/ost of the existing cooperation-based routing algorithms
to help a sender in forwarding its information to its receiveare implemented by finding a shortest-path route first. Since
Thus, the receiver gets several replicas of the same infornlae cooperative route is based on the shortest-path one, these
tion via independent channels. Various cooperative diversityuting algorithms do not fully exploit the merits of cooper-
protocols were proposed and analyzed in [2]-[10]. ative communications at the physical layer. This is our main
The classical relay channel model based on additive whitgotivation to propose a cooperation-based routing algorithm
Gaussian noise (AWGN) channels was presented in [2]. In [3hat takes into consideration the effect of the cooperative
Lanemanet al. described various techniques of cooperativeommunications while constructing the minimum-power route.
communication, such as decode-and-forward, amplify-and-In this paper, we consider the minimum-power routing prob-
forward, selection relaying, and incremental relaying. In [4], lem with cooperation in wireless networks. The optimum route
distributed space-time coded (STC) cooperative scheme vimslefined as the route that requires the minimum transmitted
proposed by Lanemaet al. In [5] and [6], Sendonariet power while guaranteeing certain Quality of Service (Qo0S).

I. INTRODUCTION



The QoS is characterized by the end-to-end throughput. We °« DL

derive a cooperation-based link cost formula, which represents S SIPEEE S A

the minimum transmitted power that is required to guarantee oo o )
the desired QoS over a particular link. The main contribu- ot ¢

tion Qf this paper is the _p_roposed COOperation-b-ased roqtinig 1. Cooperative Transmission (CT) and Direct Transmission (DT) modes
algorithm, narr_]ely the M|n|mum Power Coope_ra_twe Routin building blocks for any route.
(MPCR) algorithm, which can choose the minimum-power
route while guaranteeing the desired QoS. It will be showxP-completeThis is due to the fact that the optimal path could
that the MPCR algorithm can achieve power saving©86% be a combination of cooperative transmissions and broadcast
compared to the conventional shortest-path routing algorithniansmissions. Therefore, we consider two types of building
Furthermore it can achieve power saving33t64% with re- blocks: direct transmission (DT) and cooperative transmission
spect to the Cooperation Along the Shortest Non-Cooperati{@T) building blocks. In Fig. 1 the DT block is represented
Path (CASNCP) algorithm, which finds the shortest-path rouby the link (¢, j), where node is the sender and nodeis the
first then it applies the cooperative communication upon thmeceiver. In addition, the CT block is represented by the links
constructed route to reduce the transmitted power. (z,9), (z,2), and(y, z), where noder is the sender, nodgis
The rest of the paper is organized as follows. In the neatrelay, and node is the receiver. The route can be considered
section, we formulate the minimum-power routing problem. las a cascade of any number of these two building blocks, and
addition, we describe the network model and derive closeiihe total power of the route is the summation of the transmitted
form expressions for the minimum transmitted power pgowers along the route. Thus, the minimization problem in (1)
hop in Section Il. We describe two cooperation-based routilmgn be solved by applying any distributed shortest-path routing
algorithms in Section Ill. In Section IV, we show the numeralgorithm such as the Bellman-Ford algorithm [16].
ical results for the power savings of the proposed algorithm. . o
Finally, Section V concludes the paper. B. Direct and Cooperative Transmission Modes
Let Ry, dys, and n,, represent the channel coefficient,
Il. SYSTEM MODEL AND LINK ANALYSIS length, and additive noise of the lirflu, v), respectively. For
In this section, we describe the network model and formulatiee direct transmission between nadend nodej, the received
the minimum-power routing problem. Then, we present the diymbol can be modeled as
rect transmission and cooperative transmission modes. Finally, b
we derive the required power for these two transmission modes rij =\ PP di hijs+nig, 3

in order to achieve certain throughput. . . . . o
gnp where PP is the transmitted power in the direct transmission

A. Network Model mode, « is the path loss exponent, ardis the transmitted

We consider a grapl#(N, ) with N nodes and® edges. SYMPO!

Given any source-destination pais, D) € {1 N}, the For the cooperative transmission, we consider a modified
goal is to find theS — D route that minimizes the total Version of the decode-and-forward incremental relaying coop-

transmitted power, while satisfying a specific throughput. F&ratlvz scheme,l propos%d in [3]. .The transr;lszmn sghgme for
a given source-destination pair, denddeas the set of all a sendetr, a relayy, and a receiver, can be described as

possible routes, where each route is defined as a set consisfﬁ’rllI ws. The sender sends its symboll in the currgnt time slot.
of its hops. For a routes € , denotew; as thei-th hop of Dug to the broadcast nature of the wireless medium, both the

this route. Thus, the problem can be formulated as receiver and the relay receive noisy versions of the transmitted
' ’ symbol. The received symbols at the receiver and the relay can

min P, st nu>1,, ) be modeled as

we i€ C / —
wisw T‘aj’z - PC dw,z ha:,z s+ UZ¥ (4)

whereP,,, denotes the transmitted power over ikl hop, 7., q
is the end-to-end throughput, and represents the minimum an o R
desired value of the end-to-end throughput. het denote the Toy =\ PY day hay s+ nay (6)
throughput of the-th hop, which is defined as the number of . c . .
successfully transmitted bits per second per hertz (b/s/Hz) oi%asopiig\t/ﬁg’ t\rlgzesﬁjissilsrfhrﬁosc?sme transmitted power in the
given hop. Furthermore, the end-to-end throughput of a certain P ’

. ) L Once the symbol is received, the receiver and the relay
route w is defined as the minimum of the throughput value ; . .
o . . ecode it. We assume that the relay and the receiver decide
of the hops constituting this route, i.e.,

that the received symbol is correctly received if the received
Nw = mén N, - (2) signal-to-noise ratio (SNR) is greater than a certain threshold,
witw which depends on the transmitter and the receiver structures.

It has been proven in [13] that the Minimum Energysuch system suffers from error propagation but its effect can
Cooperative Path (MECP) routing problem, i.e., to find thiee neglected. The rationale behind this is that when the relays
minimum-energy route using cooperative radio transmission,dperate in a high SNR regime, the dominant source of error is



the channel being in outage, i.e., deep fade, which correspomdeere p5 and R, denote the desired per-link probability of
to the SNR falling below some threshold. This result has besaccess and transmission rate, respectively. In the sequel, we
proven in [17]. calculate the required transmitted power in order to achieve
If the receiver decodes the symbol correctly, then it sentlse desired per-link probability of success and transmission
an acknowledgment (ACK) to the sender and the relay tate for both the direct and cooperative transmission modes.
confirm a correct reception. Otherwise, it sends a negatiWe note that the channel gajihu,UF between any two nodes
acknowledgment (NACK) that allows the relay, if it received: andwv, is exponentially distributed with parameter one [18].
the symbol correctly, to transmit this symbol to the receiver For the direct transmission mode in (3), the mutual infor-
in the next time slot. This model represents a modified formation between sendérand receiverj can be given by
of the Automatic Repeat Request (ARQ), where the relay PP 4= |hy |2
retransmits the data instead of the sender, if necessary. The I ; =log (1+ S

—n ), (10)
received symbol at the receiver can be written as No

Without loss of generality, we have assumed unit bandwidth in

rq?:z =/ PC d,2 R T (6) (10). The Ol_Jtage pr_obapility is defined as th_e probability th_at
' o o the mutual information is less than the required transmission
In general, the relay can transmit with a power that is differeptte R,. Thus, the outage probability of the link, j) is
from the sender poweP“. However, this complicates the.giculated as

problem of finding the minimum-power formula, as will be (28 — 1) Ny d,
derived later. For simplicity, we consider that both the sendeg)z?j =Pr(l;; < Ry)=1—exp(— s 0 Y
and the relay send their data employing the same padvwer ' P (11)

“In this paper, flat quasi-static fading channels are CcOof-an outage occurs, the data is considered lost. The probability
sidered, hence, the channel coefficients are assumed togb§ccess is calculated a8, = 1-p?,. Thus, to achieve the

constant during a complete frame, and may vary from desjredpS and R, for direct transmission mode, the required
frame to another. We assume that all the channel terms gighsmitted power is

independent complex Gaussian random variables with zero

R, o
(270 —1) N, d2,

mean and unit variance. Finally, the noise terms are modeled pb— (12)
as zero-mean, complex Gaussian random variables with equal —log(p3)
varianceNg. For the cooperative transmission mode, the total outage

C. Link Cost Formulation probability is given by

o _ cy . c c
Since the throughput is a continuous monotonously-increasiigy.= Pr(l; . < RY)-Pr(lyy < RY) + Pr(l;. < R)
function of the transmission power, the optimization problem x (1=Pr(l,, < RY) x Pr(I,. < R°), (13)
in (1) has the minimum V‘,/he'm” = 1o, Yw € €. Slnce the end- where RC denotes the transmission rate for each time slot.
to-end throughpug., = min,,,e., 7., then the optimum power |, 13y the first term corresponds to the event when both the
allocation, which achieves a desired throughpulong the - gop e receiver and the sender-relay channels are in outage,
routew, forces the throughput at all the hops, to be equal 54 the second term corresponds to the event when both
to the desired one, i.e., the sender-receiver and relay-receiver channels are in outage
Ny =Mo, VWi E€Ew. (7) but the sender-relay is not. Consequently, the probability of

. ) success of the cooperative transmission mode can be calculated
This result can be explained as follows. Legg

F; ,P;,,---,P; represent the required powers on a s e B o o

route ci)nsisting ofr hops, whereP}, results inn,, = 7, PR =ep (- gdis) +exp (- g(dz, +dy.)) (14)

fori = 1,---,n. If we increase the power of the i-th block —exp (—g(dg, +dy. +d3.)),

to P,, > P}, then the resulting throughput of the i-th blockwhere .

increases, i.en,, > n,, while the end-to-end throughput _@2F -1 Ny (15)
does not change asiin,, e, 7., = 7. Therefore, no need 9= PC '

to increase the throughput of any hop owey, which is In (13) and (14), we assume that the receiver decodes the
indicated in (7). signals received from the relay either at the first time slot or at

Since the throughput of a given link; is defined as the the second time slot, instead of combining the received signals
number of successfully transmitted bits per second per hettizgether. In general, Maximum Ratio Combining (MRC) [19]
thus it can be calculated as at the receiver gives a better result. However, it requires the

g receiver to store an analog version of the received data from
Mor = Py X B s ®) the sender, which is not practical. The probability that the
wherep? andR.,, denote the per-link probability of successsource transmits only, denoted By(¢), is calculated as
and transmission rate, respectively. We assume that the despg%) =1-Pr(l,. < RO + Pr(l,. < RO) Pr(l,, < RC)

throughput can be factorized as
anp i =l—exp(—gds,)+exp(—gds,+d;.)),
No = Py X R, , (9) (16)



TABLE |
where the term(1 — Pr(Z,. < RY)) corresponds to the

- . . MPCR Algorithm.
event when the sender-receiver channel is not in outage :
Y Step 1Each noder € {1,..., N} behaving as a sender calcp

while the other term corresponds to the event when both the, . < e cost of the its outgoing lirfle, =), wherez € N(z) is

sender-receiver and the sender-relay channels are in outagfie receiver as follows. For each other nage N(z),y # =,
The probability that the relay cooperates with the source |isodez calculates the cost of the cooperative transmission in (22)
calculated as employlﬂg HOd@faE;\ rel;:lyh T
_1_ Step 2The cost of thgz, 2)-th link is the minimum cost among
Pr(¢) =1-Pr(¢) . (17) all the costs obtained iStep 1

Thus, the average transmission rate of the cooperative transtep 3If the minimum cost corresponds to a certain refay
mission mode can be calculated as nodex employs this relay to help the transmission over that hop.
o Otherwise, it uses the direct transmission over this hop.

R =R -Pr(¢) + % - Pr(¢) = RTC (1+Pr(¢)), (18)

. o i algorithm [16]. The derived power formulas for direct trans-
where R~ corresponds to the transmission rate if the sendgfission and cooperative transmission are utilized to construct
is sending alone in one time slot arfef” /2 corresponds 10 he minimum-power route. In the Bellman-Ford shortest path
the transmission rate if the relay cooperates with the Sen%orithm, each nodeé € {1,...,N} executes the iteration
in the consecutive time slot. _ ¢ Di = minjeng (d2; + D), where N(i) denotes the set of
We set the probability of success in (14) as = pp neighboring nodes’ of nodé and D; represents the latest
and the average transmission rate in (18)/as= R,. BY egtimate of the shortest path from nogléo the destination
apprOXImgtmg the exponential functions in (14)ap(—=) ~  [16], which is included in the HELLO packet. Therefore, the
1 -2 +2%/2, we obtain MPCR algorithm is implemented by letting each node calcu-
1—pS late the costs of its outgoing links then apply the Bellman-Ford
gy —2 (19) algorithm. Table | describes the MPCR algorithm in details.
deg The worst-case computational complexity of calculating the
whered,, = d2(d2, + d2,). Thus, RS can be obtained €OSts at each node([S(N_2) since it requires two nested loops,
using (18) as and each has the maximum length &fto calculate all the
possible cooperative transmission blocks.
C _ 2R, Second, we propose a cooperation-based routing algorithm,
1+ Pr(¢) namely, Cooperation Along the Shortest Non-Cooperative Path
2 R, (CASNCP) algorithm. The CASNCP algorithm is similar to
2~ exp (- 1;55 de ) +exp (- 1;125 (do, +de.)) the heuristic algorithms proposed by Khandanial. in [11]
(20) a_md Yanget al. in [12] as it applies cooperanye_ communica-
tions upon the shortest-path route. However, it is implemented
where we substituted (19) in (16). In addition, the require@l a different way using the proposed cooperation-based link
power per link can be calculated using (15) and (19) as  cost formula. First, it chooses the shortest-path route then it
applies the cooperative transmission mode upon each three
deg ) (21) consecutive nodes in the chosen route; first node as the sender,
1—p§ second node as the relay, and third node as the receiver.

Finally, the average transmitted power of the cooperatiJ@P!€ Il describes the CASNCP algorithm.
transmission can be calculated as

P‘gfg = P Pr(¢) +2PC - Pr(g) = PC(2 7Pr(¢)) ’22 In this section, we present some computer simulations to
(22) illustrate the power savings of our proposed MPCR algorithm.
wherePr(¢) and P¢ are given in (16) and (21), respectivelyWe consider a 206« 200 grid, whereN nodes are uniformly
distributed. The additive white Gaussian noise has variance
[1l. COOPERATION-BASED ROUTING ALGORITHMS Ny, = —70 dBm. Given a certain network topology, we

In this section, we propose two cooperation-based routingndomly choose a source-destination pair and apply the
algorithms, which require polynomial complexity to find thevarious routing algorithms, discussed in Section lll, to choose
minimum-power route. We assume that each node brodte corresponding route. For each algorithm, we calculate the
casts periodically HELLO packet to its neighbors to updatetal transmitted power per route. Finally, these quantities are
the topology information. In addition, we consider a simplaveraged over 1000 different network topologies.
Medium Access Control (MAC) protocol, which is the conven- First, we illustrate the effect of varying the desired through-
tional Time Division Multiple Access (TDMA) scheme with put on the required transmitted power per route. Fig. 2 depicts
equal time slots. the transmitted power per route, required by the different

First, we describe the proposed MPCR algorithm for muting algorithms for path loss = 2 anda = 4. As shown,
wireless network ofN nodes. The MPCR algorithm can bethe transmitted power increases with which is obvious in
distributively implemented by the Bellman-Ford shortest pafi2), and can be shown in (22), that the transmitted power is

~
~

PP~ (287 1) N,

IV. NUMERICAL RESULTS



TABLE I
CASNCP Algorithm.

Step 1lmplement the Shortest Non-Cooperative Path (SNCP)
algorithm using the distributed Bellman-Ford algorithm |to
choose the conventional shortest-path route as follows.
Each nodei € {1,...,N} executes the iterationD; =
min;en ) (di; + Dj), where N (i) denotes the set of neigh
boring nodes of nodé and D; represents the latest estimate |of
the shortest path from nodeto the destination.

Step 2 For each three consecutive nodes om, the first,
second, and third nodes behave as the sender, relay, and receiver,
respectively, i.e., the first node sends its data to the third node ‘ ‘ ‘ ‘ ‘ ‘ ‘
with the help of the second node as discussed in the cooperative T T A
transmission mode.

Route Transmitted Power, P (dBm)

Fig. 3. Required transmitted power per route versus the number of nodes
for n, = 1.9 b/s/Hz anda=4 in a 200x 200 grid.
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Fig. 2. Required power per route versus the desired throughpu fer 20
nodes,NO = —70 dBm, andRy; = 2 b/s/Hz in a 200x 200 grid. Fig. 4. Power savings per route versus the number of nodeg.fer 1.9
b/s/Hz anda=4 in a 200x 200 grid.

proportional to the distance to the power Since, both cases - )

look similar with a shift in the transmitted power values, W.gumb_er of nodes. Intuitively, the higher the number of nodes
will consider onlya = 4 in the rest of this section as it isn @ flxeq area, the F:Ioser the nodes to each other, the Iovyer
more appropriate to represent the wireless medium. It is shoffA¢ required transmitted power between these nodes, which
that the SNCP algorithm, which applies the Bellman-Forggsults in lower required end-to-end transmitted power.
shortest-path algorithm, requires the most transmitted power/Ve also calculate the power saving ratio as a measure of
per route. Applying the cooperative communication mode ¢f€ improvement of the MPCR algorithm. The power saving
each three consecutive nodes in the SNCP route resultsPfrscheme 2 with respect to scheme 1 is defined as

reduction in the required transmitted power as shown in the , Pr(Scheme 1) — Pr(Scheme 2)
CASNCP algorithm’s curve. Moreover, the MPCR algorithm Fower Saving = Pr(Scheme 1) %,
requires the least transmitted power among the other routing (23)
algorithms. where Pr(.) denotes the total transmitted power for certain

One of the major results of this paper is that the MPCBcheme. Fig. 4 depicts the power saving of the different
algorithm requires less transmitted power than the CASNGQ®&uting algorithms with respect to each other. The shown
algorithm. Intuitively, this result is because the MPCR apeurves are obtained through direct substitutions of the required
plies the cooperation-based link cost formula to construtnsmitted power by each algorithm in (23). At = 100
the minimum-power route. On the contrary, the CASNCRodes,pS = 0.95, andn, = 1.9 b/s/Hz, the power savings
algorithm first constructs shortest-path route then it applies MPCR algorithm with respect to the SNCP and CASNCP
the cooperative communication protocol on the establishalfjorithms are57.36% and 37.64%, respectively. In addition,
route. Therefore, the CASNCP algorithm is limited to applyinthe power saving of the CASNCP algorithm with respect to
the cooperative-communication protocol on certain number tife SNCP algorithm i$1.62%.
nodes, while the MPCR algorithm can consider any node inFig. 5 depicts the required transmitted power per route of
the network to be in the CT blocks, which constitute the routéhe different routing algorithms with respect to the desired
Thus, the MPCR algorithm reduces the required transmittedndwidth efficiency forNV = 20 and N = 100 nodes.
power more than the CASNCP algorithm. As mentioned with respect to Fig. 2, the proposed MPCR

Fig. 3 depicts the required transmitted power per route lgorithm requires the least transmitted power per route. In
the different routing algorithms for different number of nodeaddition, we calculate the power saving of the MPCR algo-
at pg = 0.95 andn, = 1.9 b/s/Hz. As shown, the requiredrithm as in (23). AtR, = 6 b/s/Hz andN = 100 nodes, the
transmitted power by any routing algorithm decreases with tMPCR algorithm reduces the transmitted power 88y22%
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