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Abstract—Current social networks are of extremely large-scale
generating tremendous information flows at every moment. How
information diffuses over social networks has attracted much
attention from both industry and academics. Most of the existing
works on information diffusion analysis are based on machine
learning methods focusing on social network structure analysis
and empirical data mining. However, the network users’ decisions,
actions, and socio-economic interactions are generally ignored by
most of existing works. In this paper, we propose an evolutionary
game theoretic framework to model the dynamic information
diffusion process in social networks. Specifically, we derive the
information diffusion dynamics in complete networks, uniform
degree, and nonuniform degree networks, with the highlight of
two special networks, the Erdés—Rényi random network and the
Barabasi—Albert scale-free network. We find that the dynamics
of information diffusion over these three kinds of networks are
scale-free and all the three dynamics are same with each other
when the network scale is sufficiently large. To verify our theoret-
ical analysis, we perform simulations for the information diffusion
over synthetic networks and real-world Facebook networks.
Moreover, we also conduct an experiment on a Twitter hashtags
dataset, which shows that the proposed game theoretic model
can well fit and predict the information diffusion over real social
networks.

Index Terms—Evolutionary game, game theory, information dif-
fusion, information spreading, social networks.

I. INTRODUCTION

OWADAYS, the concept of “social networks” has be-

come ubiquitous in our daily life. Due to its diverse impli-
cation, researchers from different disciplines have been working
on social networking from various perspectives [1]. A social
network is a social structure made of a set of social actors (e.g.,
individuals, organizations, websites or even equipments) and a
set of relationships and interactions between these actors [2]. It

Manuscript received April 30, 2014; accepted July 10, 2014. Date of
publication July 15, 2014; date of current version August 07, 2014. The
associate editor coordinating the review of this manuscript and approving it
for publication was Prof. Ana Perez-Neira. This work was partly funded by
project 61371079, 61273214, 61271267 and 91338203 supported by NSFC
China, National Basic Research Program of China (973 Program) under
grants 2013CB329105 and Postdoctoral Science Foundation funded project.
This work was done during C. Jiang’s visit at the University of Maryland.
(Corresponding author: C. Jiang.)

C. Jiang with the Department of Electronic Engineering, Tsinghua University,
Beijing 100084, China (e-mail: chx.jiang@gmail.com).

Y. Chen and K. J. R. Liu are with the Department of Electrical and Computer
Engineering, University of Maryland, College Park, MD 20742 USA (e-mail:
yan@umd.edu; kjrliu@umd.edu).

Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TSP.2014.2339799

plays a fundamental role as a medium for the diffusion of in-
formation, ideas, and influence among its users. With the rapid
development of the Internet and mobile technologies, today’s
social networks are of extremely large scale, e.g., Facebook has
nearly one billion active users as of September 2012 [3]. Mean-
while, the information size on the social networks are becoming
even tremendous-scale. For instance, there were 175 million
tweets sent from Twitter every day throughout 2012 [4].

On a social network, various kinds of new information are
originated everyday, e.g., when a new model of cell phone is
announced, some deal advertisements are released, some polit-
ical statements from a party are declared, or rumors about actors
and singers are reported. Such information can either disappear
quickly or inspire heated discussions. If one wants to understand
or even predict the final destiny of a piece of new information,
it would be rather important to study the dynamics of informa-
tion diffusion over the underlying social network, which can
be affected by multiple factors, such as a user’s own interest
on the information, the users’ social interactions and influences
with each other, as well as the “word-of-mouth” effects. Under
such a circumstance, the topic of how information diffuse over
social networks draws great attentions from both industry and
academia recently. On one hand, the study of information diffu-
sion can help the enterprises/politicians to achieve efficient and
effective advertisement/advocation. On the other hand, from the
security point of views, the study of information diffusion can
also help to prevent the detrimental information spreading, e.g.,
computer virus, rumors and inauthentic news.

For example, Fig. 1 shows the normalized mention times of
different Twitter hashtags [5], which contains 1000 highest total
volume hashtags among 6 million hashtags from Jun. to Dec.
2009. The highest peak is corresponding to the keyword “Davi-
dArchuleta”, the name of the singer who was the runner-up of
American Idol and won the Rising Male Star award on Sep.
2009. Such information dynamics of the singer in Fig. 1 can be
used to estimate the approval ratio, based on which his agency
would adjust their further advertisement strategy. Another ex-
ample is the Twitter political index [6], which provided the ap-
proval ratios of Obama and Romney during 2012 USA presi-
dent election through mining Twitter users’ online information
diffusion and comment behaviors, especially after Obama or
Romney delivered speeches. Based on the approval ratio, the
candidates can adjust their attitudes in the next speeches to at-
tract more supporters. From these examples, we can see that the
study of information diffusion plays a rather important role in
advertisement and advocation.

In the literature, there are numerous works on the informa-
tion diffusion over social networks, and here we summarize the
works that are most representative and relevant to our study.
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The existing works can be classified into two categories: diffu-
sion dynamics analysis and diffusion stability analysis. The first
category focuses on analyzing the dynamic diffusion process
over different kinds of networks using different mathematical
models [7]-[12]. What is in [7] is one of the most earlier works
that studied the dynamics of information propagation through
blogspace from both macroscopic and microscopic points of
views. Subsequently, in [8], the authors studied how a social net-
work affects the spread of behavior and investigated the effects
of network structure on users’ behavior diffusion. Rather than
focusing on the behavior diffusion, Bakshy et al. studied the
role of social networks in general information diffusion through
an experimental approach [9]. Recently, as online social net-
works, e.g., Facebook and Twitter, become more and more pop-
ular, some empirical analyze were conducted using large-scale
datasets, including predicting the speed and range of informa-
tion diffusion on Twitter [10], modeling the global influence of
a node on the rate of diffusion on Memetracker [11] and illus-
trating the statistical mechanics of rumor spreading on Face-
book [12]. Instead of analyzing the dynamic information dif-
fusion process according to some existing networks, there are
also some works focusing on a reverse step, i.e., learning and in-
ferencing the hidden networks through mining the information
diffusion dataset [13]-[16]. The second category of information
diffusion analysis focuses on the stability and consequence of
information diffusion [17]-[21]. In [17], the authors discussed
how to extract the most influential nodes on a large-scale social
network. Later, a community-based greedy algorithm was pro-
posed for mining top-4 influential nodes in mobile social net-
works [19]. How to restrain the private or contaminated infor-
mation diffusion was studied in [18] and [20] through identi-
fying the important information links and hubs, respectively. On
the other hand, how to maximize information diffusion through
a network was discussed in [21] by designing effective neigh-
bors selection strategies. In this paper, our analysis falls into the
first category, i.e., to model the dynamic diffusion process.
Most of existing works on information diffusion analysis
are based on machine learning methods through empirical data
mining, which is based on the assumption that the training set
is statistically consistent with the testing set. One conspicuous
shortcoming is that the results learned from some specified
dataset rely on the corresponding social network structure and
may not be able to analyze or predict the future networks since
the social networks are varying in a highly dynamic environ-
ment. Secondly, such machine learning based method ignores
the actions and decision making of users, while the influence
of users’ decisions, actions and socio-economic connections
on information forwarding also plays an important role in the
diffusion process. Imaging that when some new information
are released from one user or a group of users, whether the
information can quickly diffuse or suddenly disappear largely
relies on whether other users forward the information. For one
user to make a decision on whether to forward or not is based
on many factors, such as if the information is exciting or if
his/her friends are interested on it, etc. This kind of interaction
can often be modeled by using game theory [22]. Therefore, in
this paper, we propose a game theoretic framework to analyze
the dynamics of information diffusion over social networks.
Moreover, compared with the machine learning based method,
the game theoretic one focuses on the users’ behavior analysis
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from a microeconomics point of view, the results of which do
not rely on the assumptions of a steady network structure and
can be generally used to analyze and predict a future network.

In the dynamic information diffusion process, on one hand,
whether one user forwards the information or not can be influ-
enced by his/her neighbors; on the other hand, the user can also
influence his/her neighbors’ forwarding actions. In essence,
such a dynamic mutual influence process is quite similar to the
evolution process in natural ecological systems [23], where
the user with new information can be regarded the mutant
and the information diffusion can be considered as the mutant
spreading. Therefore, we consider the evolutionary game to
model and study the dynamic information diffusion process.
The proposed model reveals the dynamics of information
diffusion among users through analyzing their learning, inter-
actions and decision making. Based on the evolutionary game
theoretic formulation, we analyze the dynamics of diffusion
process over complete networks, uniform degree and non-uni-
form degree networks, with highlight of two special networks:
the Erddés-Rényi random network and the Barabasi-Albert
scale-free network. We find that the dynamics of information
diffusion over these three networks are scale-free and the same
with each other when the network scale is sufficiently large. The
experiments are conducted to validate our theoretical analysis
using synthetic networks, real-world Facebook network and
the Twitter hashtags dataset.

The rest of this paper is organized as follows. We first model
the dynamics of information diffusion over complete networks
using evolutionary game in Section II. Then, we model the dy-
namics of information diffusion over uniform degree and non-
uniform degree networks using graphical evolutionary game in
Sections III and IV. Experiments results are shown in Section V
and conclusions are drawn in Section VI.

II. DIFFUSION DYNAMICS OVER COMPLETE NETWORKS

A. Basic Concepts of Evolutionary Game Theory

The classical game theory considers a fixed set of players
and focuses on the analysis of the static Nash equilibrium. The
evolutionary game theory (EGT), originated from ecological bi-
ology [23], extends the game formulation through incorporating
the concept of “population” and emphasizes more on the dy-
namics of the whole population’s strategies update [24]. It has
emerged as an effective modeling tool in signal processing area
including peer-to-peer streaming [25], wireless multicast [26],
image interpolation [27] and adaptive filtering networks [28],
[29], as well as communications and networking area including
cognitive radio networks [30], [31] and wireless communica-
tions [32], [33].

One of the most important concepts in EGT is the “repli-
cator dynamics”, which illustrates the dynamic process of the
whole population’s strategies and can provide the system state
information at a particular time instance. The replicator repre-
sents the player from the population, who can reproduce his/her
strategy under some specific rules of selection and mutation.
EGT defines that the replicator with higher payoff can repro-
duce with higher rate, which is consistent with the nature se-
lection theory. In such a case, the dynamics of the replicators
can be illustrated as a set of differential equations. Consider an
evolutionary game with a population of N players and M pure
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Fig. 1. Normalized number of forwarding of different Twitter hashtags using dataset [5], collected from Jun. to Dec. 2009.

strategies X = {1,2,..., M}. Let n; denote the number of
players adopting strategy ¢ and z; = %+ denote the proportion
of players adopting strategy + among the whole population. In
such a case, the population state can be illustrated by a vector
X = [21, %9, ..., 25]. In EGT, the utility of a player is referred
as “fitness” [34], which is defined as follows:
UV=(1-«a)-B+a-U, )
where I3 is the baseline fitness representing the player’s inherent
property. For example, in a social network, a user’s baseline fit-
ness can be interpreted as his/her own interests on the released
news. U is the player’s payoff which is determined by the pre-
defined payoff matrix and the player’s interactions with others.
The parameter « represents the selection intensity, i.e., the rel-
ative contribution of the game to fitness. The case & — 0 rep-
resents the limit of weak selection [35], while &« — 1 denotes
strong selection, where fitness equals payoff. Note that the se-
lection intensity can be time variant, e.g., (¢t) = Se " which
means that the contribution of game interaction decreases along
with time.
According to EGT, the replicator dynamics can be defined by
a set of discrete differential equations as follows:

it = o (t) [To(t) — W)

ii(t) = @it [Tu(t) — T(0)] | @

iar(8) = aar () [Tar(t) — T(0)] |

where #;(t) represents the variation of x; at time ¢, i.e., z;{t +
1) = x;(t) + #,(t), V,;(t) represents the average fitness of
players adopting strategy 7 at time # and W () represents the av-
erage fitness of the whole population at time ¢. We can see that if
adopting strategy ¢ can lead to a higher fitness than the average
level, the proportion x; will increase and the increasing rate
%, /x; is proportional to the difference between ¥, and T. Note
that when the total population is sufficiently large and homoge-
neous, the proportion of players adopting strategy ¢ is equivalent
to the probability of one individual player adopting strategy i,
i.e., X can be interpreted as each player’s mixed strategy and the
replicator dynamics can be interpreted as each player’s mixed
strategy update.

B. Evolutionary Game Formulation

In a social network, when a series of new information are
originated from one user or a small group of users, the dy-
namic information diffusion process heavily depends on other
users’ actions: to forward the information or not. For each user,
whether to forward the information is determined by several fac-
tors, including the user’s own interest on this information, as
well as his/her neighbor’s actions in the sense that if all his/her
neighbors forward the information, the user may also forward
the information with relatively high probability. Such a dynamic
process of users’ information forwarding is quite similar to the
players’ strategies update in the aforementioned EGT. There-
fore, we can model the information diffusion dynamics over
complete network using the evolutionary game as follows.

* Players and Population: The users in the social networks
can be regarded as players. All the users in a particular
social network, i.e., Facebook or Twitter, can be regarded
as a population. In addition, a large group of users in a
social network can also be regarded as a population, i.e.,
a circle in Google plus.

* Strategy: In the information diffusion process, each user
has two possible actions, i.e., to forward the received in-
formation or not forward, which are corresponding with
two strategies as follows:

{ S I
Sn k)
* Payoff: In social networks, users’ payoff is determined by
multiple factors, including the cost of forwarding the infor-
mation, the reward obtained by forwarding/not forwarding
the information (e.g., the popularity of a user in a social net-

work or the hit rate of a website). In this paper, we model
the users’ payoff matrix as follows:

Sf Sn
Sy (uff Ufn >

Sn Ufpn Unn
where a symmetric payoff structure is considered, i.e.,
when a user with strategy Sy meets a user with strategy
S,,, each of them receives the same payoff u ¢,,. Although
influence between users may not be symmetric due to

the heterogeneities of users, instead of considering the
influence between users, we consider the interaction

forward the information,
not forward the information.

(€))

“
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between users’ strategies, i.e., forwarding or not for-
warding. In such a case, the interactions between nodes
can be considered to be undirected. Such an assumption
is reasonable because of the following reason. In the
context of information diffusion, users typically have no
idea about the information of their neighbors, e.g., the
types or interests of neighbors are generally unknown.
Therefore, users have no information about the neighbor’s
influence. Instead, they can only observe the neighbors’
strategies (forwarding or not forwarding information).
Note that all the theoretical information diffusion analysis
in this paper can be easily extended to the asymmetric
payoff matrix scenario since the analytical method is
independent of the payoff matrix. Moreover, we assume
that the payoff has been normalized within interval (0, 1),
ie, 0 < upp, Upy. Unn < 1. Note that under different
application scenarios, the values of the payoff matrix may
be different. For example, if the information is related to
recent hot topics and forwarding of the information can
attract more attentions from other users or website, the
payoff matrix should have the following characteristic:
Ufg > Uy 2 Upy. On the other hand, if the information
is about useless advertisements, the payoff matrix would
exhibit 4y, > g, > ugy.

From the formulation, we can see that the dynamics of infor-
mation diffusion over social network shares fundamental simi-
larities with the strategy updating in the evolutionary game. In
the following subsection, we will model the dynamic informa-
tion diffusion process using replicator dynamics.

C. Information Diffusion Dynamics Over Complete Network

In a complete network, each user has possible interactions
with all other users. Under such a circumstance, once some in-
formation are released by a user, all other users are supposed
to receive the information. However, whether to forward the in-
formation depends on the strategies of different users. In this
scenario, we consider the network as a group of users that con-
tinuously release new information. For instance, in practical so-
cial networks, such a group of users can be a circle in the Google
plus or a group in the Facebook. Since each user in the group
also connects to other users outside the group, the more users
in the group forward the information, the wider the information
can diffuse. Therefore, through analyzing the dynamic of users’
strategies on information forwarding, we can infer how the in-
formation propagate to other users outside the group. Let us de-
fine the proportion of users adopting strategy Sy, i.e., forward
the information, as xy; and the proportion of users adopting
strategy S, as z,, = 1 — z¢. In such a case, the network state
can be described by x = [z}, z,].

To analyze the dynamic changing of x along with time, we
discretize the dynamic information diffusion process into time
slot. In each time slot, the users in the complete network are as-
sumed to be able to observe the strategies and fitness of other
users in the population. Based on the observed information, in
the next time slot, each user’s decision on whether forwarding
the information or not is determined by which strategy can give
his/her higher fitness. Thus, along with the users’ strategies up-
date slot by slot, the network state x also keeps changing slot
by slot. Let us define the changing rate of the network state
as the population dynamics of information diffusion, [4, 2y, ].
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According to the replicator dynamics in (2), the population dy-
namics can be modeled as follows:

p(t) = s ) (T~ T), )
In(t) =@, (1) (@n — @) , (6)

where Tf is the average fitness of adopting strategy Sy, i.e.,
forward the information, ¥, is the average fitness of adopting
strategy S,,, i.e., not forward the information, W is the average
fitness of the whole population. For simplification, the time no-
tation () will be omitted in the following analysis. Since x; +
2, = 1, the network state can be described only by one repli-
cator dynamics equation, i.e., either (5) or (6). From the repli-
cator dynamics of i and @, we can see that the number of
users who forward the information increases if the average fit-
ness of forwarding is above the average fitness. On the con-
trary, the number of users who do not forward the information
increases if the average fitness of not forwarding exceeds the
average fitness.

Suppose the current network state is [, 1 — x7]. For a user
adopting strategy S ¢, he/she meets a user also adopting strategy
S ¢ with probability 'y and meets a user adopting strategy S,
with probability 1 — «¢. In such a case, according to the payoff
matrix defined in (4), the average fitness of adopting strategy
S¢, i.e., forward the information, can be calculated by

Ur=1-a+afzrup+ (1 - zp)us], (7)

which is based on the assumption of a large number of users V.
Note that we normalize the baseline fitness as 1 throughout this
paper. Similarly, the average fitness of adopting strategy S.,,,
i.e., not forward the information can be calculated by

U,=1—-a+a [xfufn +(1- :Uf)u,,m]. ®)

Then, the average fitness of the whole population can be calcu-
lated by

v :‘Tf‘l_lf + (1 - *T,f)ﬁn

=1l—-a+ a[.r?cuff +a(1—zp)up, +(1— :Iff)QYI,,L7L].
)

By substituting (7)—(9) into (5), we have

gy =ap(l—ap) (Ty - Ty)
=ar;(l—zy) [(uff — 2Upp F Unp )T+ Upp — unn],
(10)

where we can see that the selection intensity parameter « con-
trols the speed of users’ observation and strategy adjustment.
Thus, we can summarize the following proposition.

Proposition 1: The population dynamics of information dif-
fusion over complete networks given by replicator dynamics (5)
and (6) can be described as follows:

.’I.Jf :Oa.’L'f(l—.’L‘f)(ale—Fbl)’ (11)
where { a1 = Upp — 2Upy + Upn, (12)
bl = “’f’n — Unn-

Remarks: From the derivation of Proposition I, we can see
that no network scale information, e.g., how many users in the
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network, were utilized. Note that this conclusion is based on
the assumption of a large number of users /V. The information
diffusion dynamics in (11) only rely on the initial state z ;(0)
and the values of payoff matrix, which also shows the scale-free

property.

III. DIFFUSION DYNAMICS OVER UNIFORM
DEGREE NETWORKS

A. Basic Concepts of Graphical Evolutionary Game Theory

The traditional evolutionary game theory considers a popula-
tion with full connections, i.e., the population is based on a com-
plete graph. However, in many scenarios, players’ spatial loca-
tions may lead to an incomplete graph structure. Graphical evo-
lutionary game theory is introduced to study the strategies evo-
lution in such a structured population [36]. In graphical EGT,
in addition to the entities of players, strategy and payoff matrix,
each game model is associated with a graph structure, where the
vertexes represent players and the edges determine which player
to interact with. Since the players only has limited connections
with others, each player’s fitness is locally determined from in-
teractions with all adjacent players. In essence, the traditional
evolutionary game can be regarded as a special case of graph-
ical EGT, where the corresponding graph structure is complete.
Previously, we have used graphical EGT to model the adaptive
networks [29], as well as the stable state of information diffu-
sion over social networks [37]. The major difference is that, we
focus on the dynamics analysis of information diffusion in this
paper using replicator dynamics, while [37] focused on the final
stable state of information diffusion by analyzing the evolution-
arily stable state (ESS), which is also an important concept in
the EGT.

Similar to that in the traditional EGT, the concept of repli-
cator dynamics is also of importance in the graphical EGT. The
difference is that it is usually analyzed under some predefined
strategy updating rules, including birth-death (BD), death-birth
(DB) and imitation (IM) [38]. These strategy updating rules
are from the evolutionary biology field and used to model
the resident/mutant evolution process as follows: (a) For BD
strategy update rule, a player is chosen for reproduction with the
probability being proportional to fitness (Birth process). Then,
the chosen player’s strategy replaces one neighbor’s strategy
with uniform probability (Death process), as shown in Fig. 2(a).
(b) For DB strategy update rule, a random player is chosen
to abandon his/her current strategy (Death process). Then,
the chosen player adopts one of his/her neighbors’ strategies
with the probability being proportional to their fitness (Birth
process), as shown in Fig. 2(b). (¢) For IM strategy update
rule, each player either adopts the strategy of one neighbor or
remains with his/her current strategy, with the probability being
proportional to fitness, as shown in Fig. 2(c). In the following,
we will first analyze the dynamics of information diffusion
based on BD strategy update rule, and then extend the analysis
to the DB and IM strategy update rules, where we will also
show that these three rules are equivalent when the network
degree is sufficiently large.

4577
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Fig. 2. Three different strategy update rules, where death selections are shown
in dark blue and birth selections are shown in red. (a) BD update rule. (b) DB
update rule. (c) IM update rule.

B. Graphical Evolutionary Game Formulation

A social network can be represented by a graph, where each
node represents a user and the edge represents the relationship
between users. The users can be either human in a social net-
work or websites on the internet, while the relationship can be
either friendship between users or hyperlink between webpages.
When a series of new information are released by a user, the in-
formation may either diffuse over the graph or distinguish sud-
denly, which is determined by the user’s neighbors’ information
forwarding actions, as well as the neighbors’ neighbors’ for-
warding actions. Similar to the previous section, we can model
the information diffusion dynamics over the graph based net-
works using graphical evolutionary game as follows.

* Graph Structure: The social network topology is just cor-

responding to the graph structure of the game.

* Players and Population, Strategy and Payoff: The formu-

lations are similar to those in Section II-B.

C. Diffusion Dynamics Over Uniform Degree Networks

Based on the graphical evolutionary game formulation above,
we analyze the information diffusion dynamics over uniform
degree networks in this subsection. In the uniform scenario, an
N -user social network based on a homogenous graph with gen-
eral degree & is considered. Similar to the complete network
scenario, the network state of information diffusion can also be
described by x = [z, 1 — 1], where z; denotes the proportion
of users who forward the information among the whole popula-
tion. In this uniform degree networks scenario, our target is also
to derive the dynamics of .z y along with time, which reflects the
diffusion scale of the information. On the other hand, unlike the
complete network scenario where the probability that a player
meets a player adopting strategy S is equal to the global net-
work state x ;, in a social network based on an incomplete graph,
this is not necessarily true since each user only has possible
connections with his/her neighbors. In such a case, due to the
limited dispersal, those who adopt the same strategy, i.e., either
forward the information or not, tend to form clusters. In order
to take into account the correlation in strategies of two adjacent
players, we define the local network states as x|y and zy,,
which represents the proportion of a user’s neighbors adopting
strategy S'r, given the user is using strategy Sy and S,,, respec-
tively. In other words, 4y or x|, is the local network state
around a user adopting strategy S¢ or S,,. Note that the local
network state and the global network state has the relationship
as follows:

(13)

rpp=app/rp, (L= @pp)Tf = T p1ntn,
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where x sy represents the global edge state, i.e., the proportion
of edges on which both users adopting strategy S¢. Similarly,
we have x f,, and x.,,,, where x5y 4 @ ¢, + Zpy, = 1. Thus, with
the definitions of global and local network states, as well as the
global edge states, we can define three dynamics of information
diffusion over graph based networks as follows:

» Population dynamics: xy, which is similar to that in the
complete networks.

* Relationship dynamics: %y and Zy,, which are the dy-
namics of global edge states and illustrate the dynamics of
relationship among users. Note that & ¢, = =%y — Tna.

* Influence dynamics: iy y and & y|,,, which are the dynamics
of local network state and illustrate the influence of one
user on his/her neighbors. For instance, %7y = 1 means
that all the user’s neighbors adopt the same forwarding
strategy with him/her, i.e., the user’s neighbors are inclined
to be influenced by him/her or the user is more influen-
tial. On the other hand, ¢,, = 1 represents an opposite
characteristic.

In the following, we will analyze those dynamics of information
diffusion over uniform degree networks, with the objective of
deriving the close-form expression of population dynamics.

Similar to the complete network scenario in Section II, we
also discretize the dynamic information diffusion process into
time slot and analyze the local and global dynamics under the
BD strategy updating rule. According to the BD strategy rule,
in each time slot, a user is selected from the whole popula-
tion with probability proportional to his/her fitness. Then, the
selected user’s strategy, i.e., either forward the information or
not, replaces one of his/her neighbors’ strategy randomly. In
other words, one of the user’s neighbor is influenced by the user
and replicates the user’s strategy. Since the user selected for re-
production probably adopts a strategy with higher fitness than
the average, the physical meaning of such a dynamic strategy
updating rule is equivalent to that of the replicator dynamics.
Therefore, the dynamics of the network states updated under BD
rule is also expected to be derived as a set of differential equa-
tions, as in (2). In the following derivation, we only consider the
weak selection scenario, i.e., the selection intensity parameter
o« — 0. Under the weak selection, the payoff obtained from the
interactions is considered as limited contribution to the overall
fitness of each player, as we can see in (1). Note that the re-
sults derived from weak selection often remain as valid approx-
imations for larger selection strength [35]. Moreover, the weak
selection assumption can help to achieve a close-form analysis
of the dynamic information diffusion process and better reveal
how the strategy diffuses over the network.

1) Influence Dynamics and Relationship Dynamics: Con-
sider an IV -user social network with uniform degree &. When
some new information are released by a user, whether other
users forward the information or not is assumed to follow the
BD strategy update rule. Firstly, there is a possible instance that
a user adopting strategy S, is influenced by his/her neighbors
adopting strategy Sy and deviates from his/her strategy S,,. In
a social network, this is corresponding to the scenario that if a
user finds some hot information being forwarded among his/her
friends, then the user would also decide to forward such kind of
information. According to the BD strategy update rule, such an
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instance happens when a user adopting strategy S is selected
for reproduction and replaces a neighbor adopting strategy S, .
Insuchacase, this (S, S,,) pair will switch to an (S, S ) pair.
Meanwhile, the replaced neighbor, who replicates the strategy
Sy, also generates another (k — 1)z, (Sf,Sy) pairs on av-
erage. Thus, the (S, S¢) pairs increase 1 4 (k — 1) f),, in total
if the instance occurs. Note that the instance occurs with proba-
bility (1 — x¢)4), where ;s is the local selection probability
and 1 — xy; is the local replacement probability. Overall, we
can summarize that in a unit update period, with the large-de-
gree network assumption, the (S, S ) pairs averagely increase

Pi:JIf(l—ﬂif‘f)[l'i'(k_1)-77]‘\71,] (14)

Secondly, there is another possible instance that a user
adopting strategy S is influenced by his/her neighbors
adopting strategy S, and deviates from his/her strategy S¢. In
a social network, this is corresponding to the scenario that if
a user finds the information he/she forwarded has drawn little
attention from his/her friends, then the user would decide not
to forward such kind of information in the future. According
to the BD strategy update rule, such an instance happens when
a user adopting strategy S, is selected for reproduction and
replaces a neighbor adopting strategy S ¢, which leads to the
(8. 8y) pairs decreasing (k — 1)x ;. In such a case, with the
large-degree network assumption, in a unit update period, the
(Sy.Sy) pairs averagely decrease

Pd: (1_$f)~/1;,ﬂn(k’_ 1)J’f‘f (15)

Since there are N users to update their strategies in each
time slot and only one update occurs in one time, we assume
that there are N unit period in each time slot, i.e., there are IV
sub-slots. Combining (14) and (15), the expected changes of the
global edge state 7, in one time slot, i.e., the relationship dy-
namics ¢y, can be written as

iff
_ Ny —ap )4k -Dzpn] =N —zp)zpn (kD
Nk/2 '

(16)

where the denominator Nk /2 is the total number of edges in the
network and the large number of users NV is assumed. Similarly,
we can have the other relationship dynamics ,,, as follows:

'/I':",TL
N1 —xzy) [1 + (k—l)xn‘f] —Nxg(l - x,fl,f)(k—l)l'nm
Nk/2 '

(17

According to [38], Ohtsukia and Nowak found that the local
network states |  and vy, change with arate of order 1, while
the global network state x ; changes with a rate of order ¢, which
controls the speed of dynamics. In such a case, due to the weak
selection, the local network states will converge to equilibria
in a much faster rate than the global network state. Therefore,
we have a separation of two time scales, and thus, the global
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network state x; can be regarded as constant during the con-
vergence of influence dynamics ¢y and T ¢|,,. This is because
the dynamics of local network state are only in terms of a local
area, which contains at most & users. Therefore, in such a small
scale, the local dynamics can change and converge quite fast.
However, the dynamics of global network state are associated
with all users, i.e., the whole networks, the dynamics would be
much slower. Based on the relationship dynamics in (16) and
(17), the influence dynamics &y and % ,, can be derived as
follows under weak selection:

Trf= e
_aop(l-zp ) Ik =Dzpn] - (L=zp)a (kD
kmf/2
_ a1+ (k= Daga] — (1 — 2 ) (k—Dag
k/2
2
= E{H(k7 ~Dlesigass+ 2l = w0)] kg ).
(18)
and ]
. "I;TI,TI,
xf‘"'zl_ 1_mf
2
= g{(’f = Dfogpt s+ 2l = wg0)] kg ).
(19)

By setting Zy,, = Zyy = 0 and using the relationships de-
scribed in (13), we can obtain the stable points (equilibrium) of
the influence dynamics as

N . C(k=2zp+1
T = TR 21 k-1

2) Population Dynamics: Given the dynamics of local net-
work states, i.e., the influence dynamics, we can derive the pop-
ulation dynamics by analyzing users’ global strategy update.
There are two cases that can lead to the dynamics of global net-
work state zy as follows.

* Case 1: 1f a user’s strategy is updated from S,, to Sy, the

global network state -y will increase a unit.

+ Case 2: if a user’s strategy is updated from Sy to S,,, the

global network state x ; will decrease a unit.
According to the BD strategy update rule, a user changing
his/her strategy is due to the strategy replacement (replication)
of his/her neighbor, who is with higher fitness and selected for
reproduction. In such a case, Case I occurs when a user with
strategy S ¢ is chosen for reproduction and one of his/her neigh-
bors, who was adopting strategy S, , replicates the strategy S's.
In other words, one of the user’s neighbors is influenced by
him/her through observation and interaction, and changes the
strategy from S, to Sy. On the other hand, Case 2 occurs when
a user with strategy S, is chosen for reproduction and one of
his/her neighbors, who was adopting strategy Sy, replicates
the strategy S,,. In other words, one of the user’s neighbors
is influenced by him/her and changes the strategy from S
to S;,. Through analyzing the occurrence probability of Case
1 and Case 2, we can calculate the expected changing of the
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global state x; in each time slot, which is just the population
dynamics, as shown in the following proposition.

Proposition 2: The population dynamics of information
diffusion over uniform degree networks under Birth-Death
strategy update rule and weak selection scenario can be de-
scribed as follows:

alk —2)

iy = Wf”.f(l —a5) (agms + by) + o(a?), (21)
o Ja= (k—2D(upp — 2upn + tnn ),

VVh(’I(/ { bQ = uff + (k - 2)Ufr, - (k, — l)u’n,n- (22)

Proof: See Appendix A. ]

Remarks: From Proposition 2, we can see that the form of
population dynamics of information diffusion over uniform de-
gree networks is quite similar to that over complete network in
(11). The dynamics in (21) only rely on the initial state x ¢(0),
the values of payoff matrix and the degree of the network, re-
gardless of the network scale information. Therefore, the pop-
ulation dynamics of information diffusion over uniform degree
networks also shows the scale-free property. Moreover, in real
social networks, the degree of each user usually exhibits that
k > 2. In such a case, (21) can be further approximated by

a(k —2)?
iy = ﬁfﬂf(l —ap) [(ury = 2upn + unn)rg
U — Unn
+ f;; ) + Ufn — unn]
= o/xf(l — ff) [(uff — 2’U,fn + ’lt»,m)."[/'f + Uy, — u,,m],
(23)
where o = alk-2)” . We can see that, the population dynamics

E—1)
of information diffusion over uniform degree networks are ex-

actly same as that over complete network as in (11). This is be-
cause, in a uniform degree network with sufficiently large de-
gree, i.e., each user is with sufficiently large number of neigh-
bors, the information forwarding strategy of one user is influ-
enced by a large number of other users, which is similar to that
in the complete networks. In essence, the complete network is
a special case of the uniform degree networks when & — N.
Moreover, such a phenomenon also validates that the dynamics
derived by the BD strategy update rule is equivalent with the
replicator dynamics in complete networks. Up to now, Propo-
sition 2 shows the dynamics of information diffusion under BD
strategy update rule. The following proposition will show the re-
lationship between the dynamics of information diffusion under
BD, DB and IM strategy update rules.

Proposition 3: The population dynamics of information
diffusion over uniform degree networks under Birth-Death
strategy update rule, Death-Birth strategy update rule and
Imitation strategy update rule are equivalent when the network
degree is sufficiently large and under weak selection scenario.

Proof: See Appendix B. |

IV. DIFFUSION DYNAMICS OVER NON-UNIFORM
DEGREE NETWORKS

In this section, we extend the analysis in last section to the
non-uniform degree networks scenario. In the non-uniform



4580

scenario, we consider an N -user social network based on a
graph whose degree exhibits distribution A(k). This distribution
means that when randomly choosing one user on the network,
the probability of the chosen user with & neighbors is A(k). In
such a case, the average degree of the network is

24

£
I
o

Note that we do not take degree correlation into account, i.e., the
degrees of all users are independent of each other. Similar to the
analysis in Section III, the information diffusion dynamics over
non-uniform degree networks can also be modeled by graphical
evolutionary game and the formulation is no different with that
in Section ITI-B except the graph structure. In the following, we
first analyze the general case of information diffusion dynamics
over non-uniform degree networks under BD strategy update
rule. Then, we highlight two special cases, i.e., two kinds of
typical networks, Erdds-Rényi random network and Barabasi-
Albert scale-free networks.

A. General Case

The analytical method of the non-uniform scenario is same
with that in Section III-C, i.e., first deriving the relationship
and influence dynamics and finding the corresponding equilib-
rium, and then deriving the population dynamics. Therefore,
we can follow the same derivations in Section III-C to derive
the population dynamics of information diffusion over non-uni-
form networks. While the difference is that the distribution of
users’ degrees should be taken into account. According to the
BD strategy update rule, there are two kinds of users: the se-
lected user and the replaced neighbor. It is obvious that the de-
gree of the selected user obeys distribution A(%k). However, the
replaced neighbor does not since if a pair is selected by random,
the degree distribution of the user on the specific pair is not A(%)

but rather k)‘ i)/\(k) [39]. Through taking different expecta-

tions with resfaect to the different kinds of users’ degree, we can
derive the population dynamics of information diffusion over
non-uniform degree networks in the following proposition.

Proposition 4: The population dynamics of information dif-
fusion over non-uniform degree networks under Birth-Death
strategy update rule and weak selection scenario can be de-
scribed as follows:

alk — 1) (k2 - 2k)

P DT e N Lo ‘ 2
iy = TP x5l —ay) (agzy + bs) + o),
(25)
a3 = (k_ — 2%)( = 2Upn + Unn ),
h A AN
where {b3 = Fugs + (K2 — zk)ufn 7 = . 2O
Proof: See Appendix C. |

Remarks: From Proposition 4, we can see that the infor-
mation diffusion dynamics over non-uniform degree networks
maintain the similar form as in Proposition I and Proposition 2.
However, the scale-free property may not hold due to the term
k2 = 3% k?A(k), which is the expectation of k? and may
contain the network scale information. Moreover, in [37], we
analyzed the evolutionary stable states of information diffusion
under IM strategy update rule. Here, in Proposition 4, we can
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also find three stable states 0, 1 and (Ij—; in (25), which is consis-
tent with the results in [37].

B. Two Special Cases

In this subsection, we discuss two special cases of the
non-uniform degree networks, Erdds-Rényi random network
[40] and Barabasi-Albert scale-free network [41]. For the
Erdds-Rényi random (ER) network, the degree follows a
Poisson distribution, i.e.,

Aer (k) =

27

In such a case, according to Proposition 4, the population dy-
namics of information diffusion over Erdds-Rényi random net-
work are

- 2
k-1
ER _ .ER ER

v

[(Z = D)(uspr — 2upy, + unn)m?R

+ups + (k= Dupn — kttn)] . (28)

When the average degree of the network & > 1, &%
can be approximated by

in (28)

. ER. ER

(1 —m?R) [(uff — QU p, A+ U )T U, — unn] ,
(29)
where apgr = o ~ k. We can see that the population
dynamics in Erdos-Renyi random network shares exactly the
same form with that in complete network and uniform degree
network (when the uniform degree k> 2). Moreover since «
is adjustable, by taking «x = F , we can see that &% ¥ R would also
become scale-free.
For the Barabasi-Albert scale-free (BA) network, the degree
follows a power law distribution, i.e.,

Apa (k) o« k¢ and P2k log N/4 (when € = 3).

(k- 1)

(30)

In such a case, according to Proposition 4, the information dif-
fusion dynamics of Barabasi-Albert scale-free network are

_ alk —1)(klog N4 —2) g, .
:IZ?A: = = 5 T?A(l—m?A)
(klog N/4 —1)
[(Elog N/4—2D)(upy — 2uy, + 71,”,,,,)_7:]]?1* + sy
+ (klog N/4 — 2)uyp, — (klog N/4—1)up,]. (31)

When the network scale N is sufficiently large, 74
be approximated by

in (31) can

L? =apa’ Lf (1 .Lf ) [(uff —2uppt um):L'?A—l— Ufp— um],
o (32)
a(k—1)(klog N/4—2)* o
Tlog N/1_1)2 ~ ok — 1). Thus, the
population dynamics in Barabasi-Albert scale-free network also
shares exactly the sarne form with that in complete network, and

by taking «« = _“, f A would also become scale-free.

where apa =

V. EXPERIMENTS

In this section, we conduct experiments to verify the informa-
tion diffusion dynamics analysis. First, we simulate the infor-
mation diffusion process on synthetic networks and real-world
network, i.e., the Facebook social network to verify our theo-
retical analysis by setting different payoff matrices. Then, we
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Fig. 3. Simulation results for synthetic networks. (a) Complete network. (b) Uniform degree network. (¢) Erd?os-Rt’enyi random network. (d) Barabt’asi-Albert

scale-free network.

use the Twitter hashtags dataset to estimate the payoff matrix
corresponding to each hashtag by fitting the curve of real-world
information diffusion process.

A. Synthetic Networks and Real-World Network

In the experiment of synthetic networks, we generate four
kinds of networks to simulate the information diffusion process:

* the complete network;

* the uniform-degree network;

*+ the Erdés-Rényi random network;

+ the Barabasi-Albert scale-free network.

For each network, we generate 1000 users, where only one user
adopts strategy S; and all other users adopt S,,. In the simula-
tions, the intensity of selection « is set as 0.1, i.e., weak selec-
tion, and four kinds of payoff matrices are considered:

e Casel:upy =08 > up, = 0.6 > up, = 0.4;

e Case2:upp, = 08> usy = 0.6 > Uy, = 0.4;

e Case3:upp = 08> upp = 0.6 > uypp = 0.4

* Cased: upp = 0.8 > up, =06 > upp =04

Fig. 3(a) and (b) shows the experiment results for the com-
plete and uniform-degree networks under different payoff ma-
trices. The theoretical results are calculated from Proposition 1
and Proposition 2 directly, while the simulation results are ob-
tained by simulating the BD strategy update rule over the gener-
ated network. For each simulation run, the strategy update steps
are repeated until the global network state = y converges. Mean-
while, the network structure is re-generated every 500 runs to
prevent any spurious results based on one particular realization
of a specific network type. From Fig. 3(a) and (b), we can see
that all the simulation results are consistent with the theoret-
ical results, which verifies the correctness of the conclusions in
Proposition 1 and Proposition 2. Moreover, different settings
of the payoff matrix can lead to different dynamics of informa-
tion diffusion. For Case I where uyy > wy, > Uy, the globe
network state tends to 1 which means that all users would for-
ward the information since forwarding can obtain higher utility
than not forwarding. On the contrary, for Case 4 where w,,,, >
Upn > tgs, no one would forward the information. For Case 2
and Case 3, the results show that a portion of users would for-
ward the information which is determined by the relationship
between u ¢y and Uy, 1.€., if %y > 2, more than half would
forward the information and if 4y ¢ < w4, less than half would
forward the information.

Fig. 3(c) and (d) show the experiment results for the non-
uniform degree networks under different payoff matrices, in-
cluding the Erdés-Rényi random network and the Barabasi-Al-
bert scale-free network. The theoretical results are calculated
from (28) and (31) directly, while the simulation results are ob-
tained by simulating the BD strategy update rule over the two
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Fig. 4. Simulation results for the real-world Facebook network.

generated networks. We can see that the all the simulation re-
sults agree well with the theoretical results. InFig. 3(d), the gap
for the Barabasi-Albert scale-free networks is due to the fact
that there is weak dependence between the global network state
and the network degree, while we neglected such dependence
in the diffusion analysis. Similarly, different settings of payoff
matrices can lead to different information diffusion dynamics,
which are determined by the relationships between wuyys, wp,
and .

In the experiment of real-world network, we evaluate the in-
formation diffusion process over Facebook social network [42].
The Facebook dataset contains totally 4039 users and 88234
edges, and the average degree is about 40 [5]. Fig. 4 shows the
experiment results under different payoff matrix settings. The
theoretical results are calculated by Proposition 2, while the
simulation results are obtained by simulating the BD strategy
update rule over the Facebook graph. It can be seen that the sim-
ulation results match well with the theoretical results, while the
small gaps are mainly due to the neglected dependence between
the global network state and the network degree. Therefore, the
experiment results verify the correctness of our theoretical anal-
ysis on the real-world network.

B. Twitter Hashtags Dataset Evaluation

In the previous two subsections, we first setup the users’
payoff matrix, and then conducted experiments to verify the
dynamics of information diffusion over different kinds of net-
works. In this subsection, a reverse process is conducted, which
means that we use the Twitter hashtag dataset to estimate the
payoff matrices corresponding to different hashtags by fitting
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Fig. 5. The curve fitting of different hashtags diffusion dynamics. (a) googlewave. (b) DavidArchuleta. (c) NIN. (d) Tehran.

the curves as shown in Fig. 1. Note that the curves in Fig. 1 are
corresponding to the i s (¢) in our model since the vertical axis
is the increased mention times of one hashtag in an hour. The
Twitter hashtag dataset contains the number of mention times
per hour of 1000 Twitter hashtags with corresponding time
series, which are the 1000 hashtags with highest total mention
times among 6 million hashtags from Jun. to Dec. 2009 [5].
Let us first derive the closed-form expression for the global
network state « ;(¢). In Proposition 1, Proposition 2 and Propo-
sition 4, we can see that the dynamics of information diffusion
over three kinds of networks share the same form as follows:
duy

= B¢ el —ag) (wp +9)

et

(33)

where o« = e~ is considered as time-variance and different
kinds of networks have different coefficients 5 and «y. Using
the separation of variables method, we can derive the implicit
closed-form expression of =y as follows:

Dlnzp—~vIn(l —« In(—zp —
(v+Dlnzy —yIn(l —xzy) +In(—xy ’Y)I_E(;et_i_cﬂ

(v +1) €
(34)

where ¢ is a constant and can be calculated by the initial condi-
tion z;(¢ = 0). In such a case, we can estimate the parameters
€, 3 and -y using (34) through fitting the Twitter hashtag dataset.
Fig. 5 shows the curve fitting results of four hashtags using least
squares method, where the vertical axis is global network state
x;(t). To obtain the percentage of users who have mentioned
the hashtag, we need to divide the mention times by the number
of user. However, since there is no information of user number
in the dataset, we assumed that the total number of users is
the maximal mention times in the dataset and divided all the
mention times by the maximum, i.e., normalize all the mention
times to the interval [0, 1]. Then, we accumulate the normalized
mention times over time to get the cumulative mention times as
shown by solid black square in Fig. 5. From the figure, we can
see that our model can fit the real-world information diffusion
data very well, which means that the global network state of in-
formation diffusion can be accurately predicted by the proposed
evolutionary game theoretic model. Due to page limitations, we
only provide the evaluation results of several hashtags as exam-
ples. Since the diffusion process of all hashtags are similar to
each other as shown in Fig. 1, the evaluation results of them are
also similar.

Considering that the Twitter social network also exhibits the
scale-free phenomenon and the network scale is sufficiently
large, we can obtain the relationship of the payoff matrix

according to (32) by setting apa = % 1 as follows:

Ugs — 2“va1 + Upy = /37 (35)
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Fig. 6. Distribution of sy — u,, among all 1000 hashtags.

Ufn — Upn = ﬂry (36)
If wgy, is normalized as 1, then we can calculate uss and s,
through solving the equation set above. The difference between
uyy and uy,,, can reflect the popularity of a hashtag, i.e., u sy —
Unyn > 0 means high popularity since forwarding the informa-
tion can obtain higher utility than not forwarding; on the other
hand, ufy — %nn < 0 means low popularity. Fig. 6 shows the
distribution of u 7 y —4,,, among all 1000 hashtags in the Twitter
dataset. We can see that most of hashtags are with high popu-
larity, which is because those 1000 hashtags are with highest
total mention times among 6 million hashtags from Jun. to Dec.
2009. Therefore, using such an analytical method, the informa-
tion over social network can be categorized into different levels
according to the popularity of them. On the other hand, it can
also be used to category users in the social network. Consider
that if the sport-related information always show high popu-
larity in a group of users, those users probably share the same
interests on the sports, which means that delivering them with
sport-related advertisements would be more effective.

Based on the estimated payoff matrix, we can further simu-
late the dynamics # ;(¢) using our proposed model. In this ex-
periment, we compare our results with one of the most related
existing works [43] using data mining method, in which the dy-
namics of information diffusion are predicted by the following
model

dm.f — qlthze/*fI:sf‘/

7 37
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Fig. 7. Comparison with the existing work. (a) googlewave. (b) DavidArchuleta. (c) NIN. (d) Tehran.

where the parameters g1, g2 and g3 can also be estimated
through least-squares curve fitting in a similar way. Fig. 7
shows the comparison results, where the vertical axis is the
dynamics 4 ;(#) and the mention times of different hashtags per
hour in the Twitter dataset are normalized within interval [0, 1]
and denoted by solid black square. From the figure, we can
see that our model can fit the real-world information diffusion
dynamics better than the data mining method in [43] since the
users’ interactions and decision making behaviors are taken
into account.

Finally, we conduct another experiment to verify that our pro-
posed model can predict the dynamics of information diffusion.
In this experiment, we only use parts of data to estimate the
payoff matrix and check whether our model with the estimated
payoff matrix can predict the remaining diffusion dynamics. In
Fig. 9(a), we plot the prediction results for the hashtag #google-
wave, where only 25 percents of data are used for the payoff
matrix estimation, i.e., the data denoted by solid red square. We
can see that when only 25% data are used, the prediction is effec-
tive until time index 40, i.e., in the near future. Then, in Fig. 9(b)
where 30 percents of data are used, the peak time can be pre-
cisely predicted and the prediction is effective until time index
45. In Fig. 9(c) and (d) where 40 and 60 percents of data are
used respectively, the predictions become more and more pre-
cise. This is because as long as the peak value and time index of
the dynamics are included for payoff estimation, the precision
of prediction would increase to a large extent since the peak
value and time index are the most important information for
the dynamics. Moreover, we also evaluate the prediction perfor-
mance across the whole dataset. In the Fig. 8, we illustrate the
relationship between the percents of data used in curve fitting
and the percents of correct predicted data, where the variances
are denoted by the red bar. In the experiment, if the predicted
data falls into [-10%, +10%)] of the corresponding real data, we
consider the predicted data as “correct predicted”. We can see
that the variance among all hashtags is small, which means that
the results are consistent for all hashtags. Moreover, when more
than 50% data are used for prediction, the correct prediction can
reach 80%.

VI. CONCLUSION

In this paper, we formulate the dynamics of information dif-
fusion over social networks using evolutionary game theory. We
defined the players, strategies and payoff matrix in this problem,
and highlighted the correspondence between the EGT and infor-
mation diffusion. Three kinds of networks, complete, uniform
and non-uniform degree social networks, were analyzed with
the derivation of information diffusion dynamics. Moreover,
we also analyzed two representative networks: the Erd6s-Rényi
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Fig. 8. Prediction evaluation among all 1000 hashtags.

random network and the Barabasi-Albert scale-free network. To
validate our theoretical analysis, we conducted experiments on
synthetic networks, real-world Facebook networks, as well as
Twitter hashtags dataset. All the experiment results were consis-
tent with corresponding theoretical results, which corroborated
that our proposed EGT model is effective and practical for mod-
eling the dynamics of information diffusion problem.

APPENDIX A
PROOF OF PROPOSITION 2

The Case I and Case 2 listed in Section III-C2 summarize two
possible changes of the global network state x ;. For Case 1, ac-
cording to the BD strategy update rule, it is corresponding to the
instance that when a user adopting strategy S ¢ is selected for re-
production and replaces a neighbor adopting strategy S,,. Sup-
pose the user has k¢ neighbors adopting strategy Sy and & — &y
neighbors adopting strategy S, . In the BD strategy update rule,
the global selection probability is proportional to the fitness. In
such a case, the user adopting strategy Sy is selected with prob-
ability z s ¥ ¢ /¥ and the replacement probability is (k — k) /k,
where W ; denotes the fitness of the user adopting strategy Sy
and U denotes the average fitness of the whole population. In
such a case, the expected occurrence probability of Case I is

k
k! P axsVek—k
PBD: (1 =1 k—ky f_f f
! kzo /cf!(k:—kf)!’flf( vi11) vk
r=
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which is also the expected probability of the global network
state 2 ; increasing 1/N. Similarly, for Case 2, it is corre-
sponding to the instance that when a user adopting strategy S,
is selected for reproduction and replaces a neighbor adopting
strategy S¢. As a dual expression of (38), the expected occur-
rence probability of Case 2 is

(=2, k
—l‘f\n)k k'[Tf%v

(39)
which is also the expected probability of the global network
state 2 decreasing 1/N. ¥,, denotes the fitness of the user
adopting strategy S,,.

We assume that there are N unit period in each time slot,
i.e., there are N sub-slots and only one update occurs in each
sub-slot. Combining (38) and (39), the expected changes of the
global network state & ¢ in one time slot is

k
k! ;
PEP = — 7 (1
2 ggz)kka;kf)x fin

kr koky Lr Vs k— Ky
= b 1—=z f——
e kfzol' l“_]‘ {rff( 11s) o k
k L (L=—zp)U, k
=y, (U wp) TR S (40)

where Tp=1-a+ O‘[kf“'ff + (k- kf)“’fnL
Vo =1—a+alkpup,+ (k= kfunn].

By substituting (41) into (40), we can simplify the dynamics of
global network state as

ary(l — x5 )k —1)
T
[Cups = upn)zsip = (an

(41)

iy =

—up)(1 = zp,)]. (42)
Notice that the numerator of (42) is dominant by « which is suf-
ficiently small compared with 1 in the weak selection scenario,
while the denominator ¥ = 1 — o 4+ U is dominant by 1. In
such a case, by substituting the local equilibria (20) into (42),

we can approximate (42) as

. [(U,ff — Ufn)mf\f - (“’nn - U’f’”)(l - :I;f|"/)}
- %w(l —wp)[(k = 2)(ups = 2upm + ton )y

+upr+ (k= 2up, — (k= Dyl (43)

APPENDIX B
PROOF OF PROPOSITION 3

In this proof, we will first extend the analysis of information
diffusion dynamics to that under the DB and IM strategy up-
date rules, respectively. Then, we will show the equivalence by
comparing the approximated expressions of diffusion dynamics
under three kinds of rules, when the network degree is suffi-
ciently large.

Diffusion Dynamics Under DB Rule: Similar to the anal-
ysis in the BD strategy update rule, for the diffusion dynamics
under DB rule, we also need to first calculate the stable point of
the influence dynamics, i.e., the local equilibria of the informa-
tion diffusion, and then calculate the population dynamics by
analyzing the two cases listed in Section III-C2. Note that since
the stable point of the influence dynamics under the DB strategy
update rule is the same as that under the BD rule as shown in
(20), the detailed derivation is omitted here. Moreover, since the
DB strategy update rule is dual with the BD rule, the population
dynamics analysis under those two rules are also dual with each
other. Recall that Case [ in Section III-C2 is corresponding to
the instance that when a user adopting strategy S,, is selected
for deviation and replaced by a neighbor adopting strategy S';.
According to the DB strategy update rule, the expected occur-
rence probability of Case I is

bty (L= )Wy iy
7
(44)
Similarly, the Case 2 in Section III-C2 is corresponding to
the instance that when a user adopting strategy Sy is selected
for deviation and replaced by a neighbor adopting strategy S,,,
the expected occurrence probability of which is

PPB— — @
! E:Afk k)t fin)
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e

k” U, k—k
DB _ oo Nk—kptfER f

(45)

Combining (44) and (45), the expected changes of the global
network state x; in one time slot is
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where

{ Up=1—at+a(k—1)(zppupr+ (1 —zpp)upm)+ s,
v, =1-— oz—l—a[(k—l)(mf‘,,,ufn + (l—mf‘n)u,,m)—i—ufn].
(47)

By substituting (47) and the local equilibria (20) into (46)
and adopting the similar approximation in Appendix A, we can
simplify (46) as

#DB = M/‘J_(Ij—)(li;_l)gjf(l —ap)[(k = 2)(ugs — 2upn

Ftnn)ry +upp + (B —2up, — (k- 1)um,,], (48)
which is the diffusion dynamics under DB strategy update rule.

Diffusion Dynamics Under IM Rule: The diffusion dy-
namics under IM strategy update rule can be derived in a similar
way. First, for the stable point of the influence dynamics, it
is the same as that under BD and DB strategy update rules as
shown in (20). Secondly, the analysis of population dynamics
under IM strategy update rule is quite similar with that under
the DB rule, since the only difference between the IM and DB
strategy update rules is that the user may imitate his/her own
strategy in the IM rule as shown in Fig. 2(b) and (c). Thus,
the diffusion dynamics under IM strategy update rule can be
derived by taking into account the probability of one user
remaining his/her strategy unchanged, which is

= a(z,(li I)?,){,(i Bi)x.f(l —ap)[(k = 2)(ups — 2upn

Fupn )y +upp+ (k= 2up, — (k- 1)unn]. (49)

Equivalence: Comparing the diffusion dynamics under
three kinds of strategy update rules, i.e., (43), (48) and (49), we
can see that they have exactly the same form of expressions
with the only difference in terms of coefficient, i.e., the BD
rule is with coefficient a((k’:?)), the DB rule is with coefficient
a(k—2)(k+1)

T and the IM rule is with coefficient %

In such a case, when the network degree £ is sufficiently large,
all those three coefficients would tend to «, which means that
the diffusion dynamics over uniform degree networks under
those three kinds of strategy update rules are equivalent with
each other.

APPENDIX C
PROOF OF PROPOSITION 4

In the derivation of local dynamics of the uniform degree net-
works, the “£” in (14) and (15) represents the degree of the re-
placed neighbor. In the non-uniform scenario, the degree of the
replaced neighbor obeys some distribution, instead of constant
k. Note that if a pair is selected by random, the degree distri-
bution of the user on the specific pair is not A(k) but rather

% [39]. In such a case, the average degree of the re-
plag:e(a neighbor is

FAGR) R
>k == (50)

+oo
S kAGK)
k=0
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where k2 = Y75 k?A(k) is the expectation of k2. For the
non-uniform scenario, when calculating the average increase
and decrease of the (S, Sy) pairs in a unit update period, we
need take expectations with respect to the “k” in (14) and (15).
Moreover, the denominator in (16), which represents the total
number of edges in the network, should be N I/ 2. Thus, the
local dynamics of the non-uniform degree networks becomes

i 2| /%2
drn ==y (7 1) [enrenn T opa(t = apn)]
(51)

. 2 2
Gpp = ?{1 + (A: - 1) [ 5 pp1p g (1= 2pp)]
(52)

The local equilibrium of the information diffusion dynamics
over non-uniform degree networks becomes

W2k (W — 2R)w; + T

— 53
—_— (53)

Trir =

For the global dynamics, we also need to consider the dis-
tribution of users’ degrees. Since the “k” in (42) represents the
degree of the selected user, we can directly take expectation on
it and obtain the global dynamics of the non-uniform degree net-
works as

L axg(L—app)(k 1)
Ty = @
Nugr —wpn)app — (tnn — upn)(1—2pp)]. (54)

__Similarly, by substituting (53) into (54) and approximating
T, we have
k= 1) (k2 - 2k)
Xy = — p—
! (k2 — k)2
—‘r’ll,,m)l‘vf + Eu,ff + (}1/_2 — ZE)ufn — (ﬁ —
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