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ABSTRACT 
Inter-pixel interpolation is required for most subpixel mo- 
tion estimation schemes but it undesirably increases the 
overall complexity and data flow and deteriorates estima- 
tion accuracy. In this paper, we develop DCT-based tech- 
niques to estimate subpel motion at different desired levels 
of accuracy in DCT domain without interpolation by estab- 
lishing subpel sinusoidal orthogonal principles and showing 
that subpixel motion information is preserved in the DCT of 
a shifted signal under some condition in the form of pseudo 
phases. Though applicable to other areas, the resulted al- 
gorithms from these techniques for video coding are flexi- 
ble and scalable with very low complexity O ( N 2 )  compared 
to 0(N4) for block matching approaches. Importantly, 
DCT-based approaches enable simplification of the heav- 
ily loaded feedback loop of conventional hybrid video coder 
design, resulting in a high-throughput, low-complexity fully 
DCT-based coder. Finally simulation results show compa- 
rable performance of the proposed algorithms with block 
matching approaches. 

1. I N T R O D U C T I O N  
The motion compensated DCT-based hybrid approach is 
the backbone of several international video coding stan- 
dards such as CCITT H.261, MPEG1, MPEGB and the 
emerging HDTV and H.263 standards. A standard- 
compliant coder is usually implemented in a hybrid way 
- spatial compression is achieved in the transform domain 
while motion compensation is performed in the spatial do- 
main to remove temporal redundancy, as shown in Fig. l(a). 
As a result, this hybrid structure needs three major compo- 
nents in the feedback loop: DCT (Discrete Cosine Trans- 
form), IDCT (Inverse DCT) and motion compensator. This 
heavily loaded feedback loop not only complicates hardware 
design with high computational requirement but also limits 
the throughput of the whole coder. However, if motion ca.n 
be estimated and compensated in the transform domain, 
then DCT can be moved out of the loop and IDCT be elim- 
inated [l] as in Fig. l(b). Based on the notion of pseudo- 
phases carrying motion information and the sinusoidal or- 
thogonal principles, a low-complexity ( O ( N 2 ) )  DCT-based 
integer-pel motion estimation scheme (DXT-ME) was pro- 
posed in [2] so that a fully DCT-based video coder can be 
accomplished. 

To further improve the coder gain, motion estimation 
with subpixel accuracy is essential because the frame-to- 
frame displacements of a video sequence are not necessar- 
ily multiples of the sampling grid distance. It is shown in 
[3] that prediction error variance is generally decreased by 
subpixel motion compensation but beyond a certain “crit- 
ical accuracy” the possibility of further improving predic- 
tion by more accurate motion compensation is small. Most 
currently existing subpixel motion estimation schemes esti- 
mate displacements from interpolated images [4]. However, 
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interpolation not only increases the complexity but also the 
data flow of a coder. Above all, interpolated images are 
only the approximation to the actual images and thus the 
selection of an interpolating function affects the accuracy of 
motion estimates from interpolated images [4]. Moreover, 
a simple interpolation usually introduces spatial lowpass 
filtering adversely affecting the estimation accuracy. It is 
more desirable that subpixel accuracy of motion estimates 
can be obtained without interpolating the images. From 
subpixel motion information preserved in the pseudo phases 
and by means of the subpel sinusoidal orthogonal principles 
developed in this paper, we devise DCT-based subpixel mo- 
tion estimation algorithms to estimate subpixel motion at 
different required accuracy without image interpolation at 
a low computational cost. In this paper we show in Sec- 
tion 2 that under the Nyquist condition, the pseudo-phases 
in the DCT coefficients of two consecutive frames contain 
subpixel motion information. In Section 3, we develop the 
subpel sinusoidal orthogonal principles to estimate this sub- 
pixel displacement from the pseudo phases. Applying these 
concepts and techniques to video coding, we then propose 
half-pel and quarter-pel DCT-based motion estimation al- 
gorithms in Section 4, even though these DCT-based tech- 
niques are equally applicable to other applications such as 
in time delay estimation, target tracking, non-contact mea- 
surement, remote sensing, image registration, and so on. 
The simulation results of these algorithms on two video se- 
quences of different characteristics are given in Section 5 .  
Finally we conclude this paper in Section 6. 
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(a) Hybrid Coder 

(b) Fully DCT-Based Coder 

Figure 1. Coder structures: (a) Commonly used motion- 
compensated DCT hybrid coder performs motion estima- 
tion in the spatial domain. (b) Fully DCT-based coder es- 
timates motion in the transform domain. 

2 .  SUBPIXEL MOTION I N  PSEUDO-PHASES 
2.1. One Dimensional Signal Model 
Without loss of generality, let us consider the one dimen- 
sional model in which a continuous signal zc ( t )  and its 
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shifted version z,(t-d) are sampled at a sampling frequency 
1/T to generate two sample sequences  XI(^) = x,(nT)}  
and { x z ( ~ )  = zc(nT - d ) } ,  respectively. Define the DCT 
and DST coefficients of the 

Xi(n) cos -(n + -),(l) 
c a d  kind [5]  as 

k.rr 1 
N 2  

2c@T A X F ( k )  = DCT{X~} = - 
n=O 

N 

n=O 

for z = 1, 2 where C ( k )  = 6 for k = 0 or N but C ( k )  = 
1 otherwise. We can show that the DCT/DST and DFT 
coefficients are related as follows: 

X p ( k )  = -[*?(-k)ejs C(k)  +*?(k)e-j%], (3) 

X i  s ( k )  = - [ X ? ( - k ) e j s  C ( k )  - - - x ? ( k ) e - j h ] ,  (4) 

N 
for k = 0, .  . . , N - 1; 

JN 
for k = l ,  . . . ,  N ,  

where { x z ( k ) }  is the DFT of the zero-padded sequence 
{z;(n) : z f ( n )  = xi(.) for n = 0 , .  . . , N - 1; $(n)  = 
0 for n = N, .  . . , 2N  - 1) so that x f ( k )  A DFT{z$} = 
Cn=o N - i z . (  a 72 ) e -jw, for k = 0 ,..., 2N - 1. 

From the sampling theorem, the Discrete Time Fourier 
Transform (DTFT) of sequences m(n)  and zz(n) are re- 
lated to the Fourier Transform (FT) of zc(t) ,  X c ( R ) ,  in the 
following way: 

A 1 w - 2x1 
T X l ( w )  = DTFT(x1) = - ~ X C ( Y ) ,  (5) 

Furthermore, if X,(R)  is bandlimited in the baseband 
(-2 T I T  2 )  9 then for R = E (-5, G), then 

1 1 
T 

Thus, the DFT of zl (n)  and m(n)  are 

X ~ ( R T )  = -x,(R), X ~ ( R T )  = ,x,(R) e-jnd. 

n=O 

n=O 

whereas the DFT of z f ( n )  and z f ( n )  become 

(7) 

for k = 0 , .  . . , N - 1, 

for k = 1,. . . , N .  

Finally we obtain the relationship between z1(n) and x2(n) 
in DCT/DST domain: 

n=O 

for k = 0, .  . . , N - 1, 

for k = 1 , .  . . , N. 
We conclude the result in the following theorem: 
THEOREM 1 If a continuous signal zc( t )  is f- 
bandlimited and the sampled sequences of xc ( t )  and xc( t -d)  
are {zc,(nT)} and { z C ( n T  - d ) } ,  respectively, then their 
DCT and DST are related b y  

DCT{XC(TZT - d ) }  = DCT+ {zC(nT)}, 

D S T { X , ( ~ T  - d ) }  = D S T + { X : , ( ~ T ) ) ,  
(12) 

(13) 
where 

1 z(n)  cos -(n k n  + a + -), (14) N 2 

N-1 
A 2C(k)  DCT, { x }  = - 

N 
n=O 

n=O 

are the DCT and DST with a and /3 shifts in their ker- 
nels, respectively. Here d i s  the shift amount and T is the 
sampling interval, but dlT is not necessarily an integer. 

2.2. Two Dimensional Image Model 
Consider a moving object casting a continuous intensity 
profile It(u,w) on a camera plane of the continuous coor- 
dinate (u,w) where the subscript t denotes the frame num- 
ber. This intensity profile is then digitized on the fixed 
sampling grid of the camera with a sampling distance d to 
generate the current frame of pixels zt(m, n) where m and 
n are integers. Further assume that the displacement of the 
object between the frames t - 1 and t is (d,, d,) such that 
I t (u ,v )  = It--l(u--d,,v-du) where d, = (m,+v,)d = X,d 
and d ,  = (m,+v,)d = X,d. Here m, and mu are the integer 
components of the displacement, and vu and U, E (-f ,  a]. 
Therefore, xt(m,n) = It(md,nd) = It-i(md - d,,nd - 
d,), x t - l (m ,  n) = It- l(md, nd) .  Unlike the case of integer- 
pel movement, the displacement is not necessarily multiples 
of the sampling distance d. In other words, U, and U, do 
not necessarily equal zero. 

For non-integer pel movement, if the Fourier transform 
of the continuous intensity profile It((.,  w) is z-bandlimited 
and It(u, w) = I t - l (u  - d,, w - d,), then according to The- 
orem 1, we can obtain the following 2-D relations: 

X,c"(k,Z) = DCTx, 0 D C T x U { ~ t - l ( m , n ) } ,  
k , l € { O ,  ..., N - l } ;  

X p ( k , Z )  = DCTx, 0 DSTx,{zt- l (m,n)} ,  
k E (0,. . . , N - 1},Z E ( 1 , .  . . , N } ;  

X f c ( k , l )  = DSTx, 0 DCTx,{xt-l(m,n)},  
k E {l,.. . ,N} ,Z  E { O , . .  . , N  - 1); 

X:'(k,l) = DSTx, 0 DSTx,{Xt-i(m,n)},  (19) 

where { X f ( k ,  1 ) ;  U = cc, cs, sc, s s }  are the DCT coefficients 
of the second kind of xt [5]  and DCTx, o DSTx, is the 

(16) 

(17) 

(18) 

I c , Z E { l , . . . ,  N } ,  
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composite function of DCTA, and DSTA, defined in (14)- 
(15). Thus, rearranging the equations, we can obtain the 
system equation at the subpixel level [2]: 

Zt-l(k, 1 )  . &,,A, (k, I) = &(]E, l ) ,  for k, 1 E h/, (20) 
where N = {l,.  . . , N - l}, {ZF-l(k,l); (T = cc,cs,sc,ss} 
are the DCT coefficients of the first kind of xt-1 [5], and 

lationship between the DCT coefficients of xt(m,n)  and 
~ - ~ ( m , n )  at  the block boundary can be obtained in the 

CC C S  S C  Ss T A similar re- 
e ; " , A ,  = ~sx~,x,~sxu,x"~~x,,x.,sx,,x,I  ' 

same way. 
In (20), the pseudo phase vector &,,A-(k,Z) contains the 

information of the subpixel movement ( A u ,  A,). In an ideal 
situation where one rigid object is moving translationally 
within the block boundyy without observable background 
and noise, we can find BA,,A,  (k, 1 )  explicitly in terms of A, 
and A, as such: 

i l  

Figure 2. Plot of [(x) = cos(%x) for N = 16. 

3. SUBPEL SINUSOIDAL ORTHOGONALITY 

Estimation of integer-pel displacements in DCT domain is 
based on the sinusoidal orthogonal principles [2]: 

PRINCIPLES 

N-1 
kn 1 kn 1 - 2 C2(k)cos[-(m+ ~)]coS[-(n+ ,)I 

N N N 
k=O 

= 6(m - n) + 6(m + n + I ) ,  

1 kn 1 - ~ C 2 ( k ) s i n [ - ( m +  2 kr ~ ) ] s i n [ ~ ( n +  511 
N N 

N 

k=l 

= q m  - n) - 6(m + n + l),  (23) 
where 6(n) is the discrete impulse function, and m, n are 
integers. This is no longer valid in the subpixel level. How- 
ever, we define 

N-1 
A 

k=O 

then we can show that 

1 

Ls(u,v) = ' [ [ ( U  - U) - [ ( U  + v + I)], (27) 2 
where 

cos g I .  (28) ~ ( x )  = C cos(-x) = -[I - cosnx + sinnx . - 
N - 1  

A kn 1 
N 2  sin 

k=O 

If w is so small that the second and higher order terms of 
can be ignored, then cos % M 1, sin % M %. Thus, 

(29) 

A 
where sinc(z) = sin(nx)/(nx). For large N,  [(x) is approx- 
imately a sinc function whose largest peak can be identified 

(a) L,(z ,  -3.75) 

4 i 

./-, 

(f)  L ~ ( z ,  -0.75) 
(d) L c ( z ,  -0.75) (e) L,(z, -0.5) +L,(z, -0.75) 

Figure 3. Illustration of sinusoidal orthogonal principles at 
the subpixel level for different displacements. 

easily at  z = 0 as depicted in Fig. 2, where [(x) closely 
resembles N .  sinc(x), especially when x is small. 

Equations (26)-(27) are the equivalent form of the sinu- 
soidal orthogonal principles (22)-(23) at  the subpixel level. 
The sinc functions at the right hand side of the equa- 
tions are the direct result of the rectangular window in- 
herent in the DCT transform [6 ] .  Fig. 3 (a) and (b) illus- 
trate Ls(x, -3.75) and Lc(x, -3.75) respectively where two 
4 functions are interacting with each other but their peak 
positions clearly indicate the displacement. However, when 
the displacement is small (in the neighborhood of -0.5), 
[(U - v) and [(U + U + 1) move close together and addi- 
tion/subtraction of [(U - v) and [ ( U  + v + 1) changes the 
shape of L, and L,. As a result, neither L, nor L, looks 
like two [ functions and the peak positions of L, and L, are 
different from those of <(U - v) and [ ( U  + v + l ) ,  as demon- 
strated in Fig. 3 (c) and (d) respectively where the peak 
positions of L,(z,-O.75) and L,(x,-0.75) are -1.25 and 
-0.5, differing from the true displacement -0.75. In the 
extreme case, [(U-v) and [(u+v+l) cancel out each other 
when the displacement is -0.5 such that L,(x,-O.5) E 0 
as shown in Fig. 3(e). 

Fortunately we can eliminate the adverse interaction of 
the two [ functions by simply adding L, and L, together 
since L,(z,v) + Ls(x,v) = [(x - v) as depicted in Fig. 3(f) 
where the sum Lc(x, -0.75) + Ls(z, -0.75) behaves like a 
sinc function and its peak position coincides with the dis- 
placement. Furthermore, due to the sharpness of this [ 
function, we can accurately pinpoint the peak position un- 
der a noisy situation and in turn determine the motion 
estimate. This property enables us to devise flexible and 
scalable subpixel motion estimation algorithms in the sub- 
sequent sections. 
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4. SUBPIXEL MOTION ESTIMATION 
The DCT-based half-pel motion estimation algorithm 
(HDXT-ME) requires two steps [7]: (1) The integer com- 
ponent of the displacement is estimated as ( 7 j Z U , & , )  by 
the DXT-ME algorithm. ( 2 )  The pseudo phases gfu:x,, 
g:zx, from DXT-ME are used to produce m ( u , v )  and 
m ( u , v )  for U E {fiU - 0.5,7jZ,,7iZu + 0.5) and v E 
(61, - 0.5, &,, 6I, + 0.5) where 

N - 1  N - 1  

k=O 1=1 

- -  
The peak position of either DCS or DSC determines the 
motion estimate (A,,, 1,). The computational complexity of 
this algorithm is O(N2). 

Similarly, the quarter-pel motion estimation algorithm 
(QDXT-ME) follows the same procedure except that 
DCS(u,  v) and DSC(u,  v) are computed at  U = 7jL1+ 0.25i 
and v =A+ 0.25i for i = -3 , .  . . , 3  and the peak of 
DCS + DSC is searched instead since this sum annihili- 
ates [(m - A,,)[(n + A, + 1) and [(m + A, + 1)[(n - A,) 
to reduce the interaction effect of [ functions on estimation 
precision [7]. However, if DCC and DSS are also available, 

- then D4(u, U )  m ( u ,  v) + DCS(u ,  v) + DSC(u,  v) + 
DSS(u ,v )  = [ ( u - ~ I  -v,)f(v-nl -U,). This leads to an- 
other quarter-pel algorithm (Q4DXT-ME) which searches 
the peak of D4 to estimate motion [7]. As a matter of fact, 
the four functions in computing D ~ ( u ,  v) can be generated 
naturally at  the same time using the computing algorithms 
and architectures in [8]. 

5. SIMULATION 
Simulation is run on two video sequences of different char- 
acteristics: Small Flower Garden (HFG) containing fast 
moving scene and Miss America (MS) with slow head 
and shoulder movement accompanying with occasional eye 
and mouth opening. The performance is compared with 
Full Search Block Matching Algorithm (BKM-ME) and 
its subpixel versions, Full Search Half-Pel Block Match- 
ing Algorithm (FHBKM-ME) and Full Search Quarter- 
Pel Block Matching Algorithm (FQBKM-ME), in terms 
of mean square error per pixel (MSE) defined as MSE = 
{xm,n[2(m, n)-z(m, n)]’}/N’ where ?(m, n) is the recon- 
structed image predicted from the original image z(m, n) 
based upon the estimated displacement vector = (Au,  A,,). 
For all the MSE values computed in the experiment, bilin- 
ear interpolation is used in reconstructing displaced images 
as specified in MPEG for MPEG-compliant decoders. The 
simulation results in Fig. 4 and 5 show similar performance 
of the proposed algorithms to that of block matching ap- 
proaches. 

6. CONCLUSION 
We develop the DCT-based subpixel motion estimation 
techniques in this paper and devise the HDXT-ME, QDXT- 
ME, and Q4DXT-ME algorithms to estimate motion with 
half-pel and quarter-pel accuracy without interpolation for 
video coding. This results in significant savings in hard- 
ware / complexity for interpolation and far less data flow 
compared to the conventional block matching methods on 
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(a) Edge Extracted (b) Frame Differentiated 
Figure 4. Simulation Results on HFG sequence 

I I ^ I  . . . . .  I 
O.0 ” m - : * - m  I - I o  c/ ”-”-’ .I ,o 

(a) Edge Extracted 
Figure 5 .  Simulation Results on MS sequence 

interpolated images. Therefore, the proposed algorithms 
are more suitable for VLSI implementation. Furthermore, 
it avoids the deterioration of the estimate accuracy due to 
interpolation required in most current subpixel motion es- 
timation schemes. In addition, the proposed approaches 
are scalable in the sense that higher estimation accuracy 
can be provided easily by applying the same subpel si- 
nusoidal orthogonal principles without re-computation of 
pseudo phases. Therefore, flexible fully DCT-based codec 
design is possible because the same hardware can support 
different levels of required accuracy. Meanwhile, their com- 
putational complexity is only O(N’) compared to 0 ( N 4 )  
for block matching approaches. Furthermore, computa- 
tion of pseudo-phases is local and thus a highly parallel 
architecture design is feasible. Finally, the algorithms are 
DCT-based, enabling us to build a low-complexity, high- 
throughput fully DCT-based video coder. 

(b) Frame Differentiated 
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