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Abstract—Transmit power limitations and quality-impairing
channels present key challenges to wireless communications. A
possible solution to these problems is the application of user-
cooperation techniques so as to improve link quality. This paper
studies the tradeoffs involved in combining user cooperation with
practical source and channel coding in systems featuring rate-
adaptive source and channel coding of conversational traffic.
Performance is measured through the D-SNR curve, which
measures the relation between end-to-end distortion and channel
Signal-to-Noise Ratio (SNR). The D-SNR curve is accurately
characterized as a linear function in log-log scales. Also, it is
shown that the tradeoffs involved in combining amplify-and-
forward or decode-and-forward cooperation with source and
channel coding translates into cooperative schemes showing a
decrease in distortion at approximately half the rate as non-
cooperative schemes but with larger coding gain. Because of this,
the studied non-cooperative schemes show better performance
only at high SNR. In addition, the D-SNR characterization is
used to compare amplify-and-forward and decode-and-forward
cooperation for channel codes of different strength and to study
the effects of source codec efficiency, where it is shown that
diversity gain is reduced proportionally to the source codec loss
of efficiency.

Index Terms—Cooperative communications, source coding,
channel coding, joint source-channel coding.

I. INTRODUCTION

THE design of wireless devices presents challenges, such
as expectations for the quality of service, error-prone

channels, and limited radio resources. For conversational mul-
timedia communications, these problems are exacerbated since
strict delay constraints prevent the use of ARQ techniques.
One successful approach for both speech [1], [2] and video
sources [3], [4] had been to control the tradeoff between source
encoding rate and channel coding rate. More recently, some
works have focused on the resource allocation and system
adaptation subject to resource constraints and channel states,
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especially for the challenging case of video sources [5]–
[7]. Another successful approach aims at delivering multiple
copies of the signal in such a way that they are independently
affected during transmission [8], which has resulted in numer-
ous techniques collectively known as “diversity techniques”.
An early approach to study the transmission of multimedia
sources using diversity was by considering the availability
of multiple paths as in [9], where the authors considered
the combination of multistream-coded video with multiple
paths. An information-theoretic exploratory study of how
to transmit a compressed source over a pair of unreliable
channels was considered in [10]. More recently, for the case
of implementing diversity through a MIMO setup, the authors
in [11] studied the relation between the level of diversity and
joint source-channel coding, realized as the error resiliency of
a compressed video stream.

User cooperation is a recent diversity technique which
builds upon studies on the relay channel [12]. It is based on
the broadcast nature of wireless channels where a transmitted
signal can be overheard by other network nodes and, instead
of traditionally discarding it, it is processed and relayed to the
destination, effectively creating diverse message paths. At the
receiver, the copies of the message arriving through multiple
paths are combined to generate a signal with better quality.
User cooperation schemes were proposed in [13]–[15], with
performance being analyzed through outage probabilities.

User cooperation presents a tradeoff between received sig-
nal quality and bandwidth efficiency. While signal quality
is improved, typical implementations of user cooperation
can reduce the bandwidth efficiency. This is important for
schemes that adapt source and channel coding rate, because
while the presence of multiple paths can be seen as extra
redundancy, the ensuing sacrifice in communication capacity
forces either a higher compression of the source or a choice
of a weaker channel code. This motivates this work since
we study the tradeoffs when combining user cooperation with
source coding and channel coding. We call this problem, the
source-channel-cooperation (SCC) tradeoff problem. In [16]
the authors considered the combination of user cooperation
with layered source coding following an information theoretic
approach concerned with asymptotic performance in the limit
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of high SNR and capacity achieving codes. In [17] a similar
information theoretic approach, now centered on outage capac-
ity, is applied on a scheme combining layered source coding,
unequal channel error protection and cooperation which jointly
adapts cooperation and source and channel coding. Due to
its nature, the information theoretic approach followed in
these cases cannot characterize the performance in settings
typical of those multimedia communication systems where
delay constraints preclude the use of capacity achieving codes
or where the operational envelope is not necessarily restricted
to high SNR channels. In a setup with practical source and
channel codes, we resorted in [18] to simulations to compare
the performance of different source coding schemes in the
presence of cooperation. The work in [17] also resorts to
simulations to consider practical source and channel codes
for the schemes under consideration. Despite the different
settings, [18] and [17] coincide in showing the advantage of
cooperation at medium and low SNR in bandwidth-constrained
systems, but because in the simulations the adaptation of the
constituent stages is done through exhaustive search, it is
not possible to see the mechanism of the interaction between
cooperation and the rest of the system. In the present work,
our interest is to analyze the practical issues associated with
the combination of user cooperation and practical source and
channel codes. For this, we characterize the performance in
the presence of source-channel-cooperation tradeoffs and we
arrive at expressions that reveal the effect of cooperation on
the overall system performance. This allows us to address
critical design questions such as how performance would be
affected if using a stronger channel code or a less efficient
source encoder.

The SCC tradeoff problem encompasses many layers of
the communication stack. For studies on user cooperation
or channel coding, performance is usually evaluated based
on the relation between channel SNR and some measure
involving channel errors, such as Bit Error Rate (BER).
For source codecs, performance is measured through the
distortion-rate (D-R) function. For the problem under study,
we need a performance measure that reflects tradeoff effects
at all layers of the source-channel-cooperation problem and
that is consistent with the focus on communicating coded
sources. Thus, we measure performance through the relation
between end-to-end distortion and channel SNR, a function
we denote as the “D-SNR curve”. By extending our work in
the absence of cooperation in [19], we resolve the lack of
mathematical tractability when optimizing the SCC tradeoff
through exhaustive search by characterizing the D-SNR curve
through a set of carefully selected points. We will see that the
D-SNR curve can be closely approximated through a linear
function in a log-log scale. Owing to the fact that this behavior
is similar to that between error rate and large SNR in systems
with channel fading, we represent the D-SNR curve by two
parameters which we still name coding and diversity gains.
In this way, we approach the concept of diversity in a more
general view than the one limited to the presence of multiple
channels or fading; and we extend it to the measurement
of redundant information also. This allows considering in
a unified way the use of cooperation to deliver multiple
message copies and the tradeoffs in redundancy at the source-

channel bit rate allocation. We show that because systems
without cooperation have higher bandwidth efficiency, they
can implement schemes with more redundancy and achieve
higher diversity gain. Conversely, we show that systems using
cooperation have better coding gain. Thus, non-cooperation
yields better performance at high source-destination SNR,
while cooperative schemes have better performance in the rest
of cases. Also, the D-SNR curve characterization is used to
compare the performance of amplify-and-forward (AF) and
decode-and-forward (DF) cooperation when using channel
codes of different strength and source codecs with different
efficiency. We can see that DF cooperation shows better
performance in most of the cases and that the diversity gain is
reduced proportionally to the source codec loss of efficiency.

This paper is organized as follows: In Section II, we in-
troduce the system model. While Section III characterizes the
D-SNR curves, Section IV studies the impact of performance
of the source-channel-cooperation tradeoffs for AF and DF
cooperation. Finally, Section V summarizes the results.

II. SYSTEM MODEL

We consider a wireless network carrying conversational
multimedia traffic between a source node and a destination
node, i.e. ongoing calls carry sources that are coded for trans-
mission and are subject to strict delay constraints. Bandwidth
is shared by allocating to each call an orthogonal channel
that delivers W bits per transmission period using BPSK
modulation with coherent detection and maximum-likelihood
decoding in the receiver. The transmission of a message
is divided in three main stages: a source encoder, which
compresses a source, a channel encoder, which adds protection
against channel errors, and a radio link. In order to minimize
end-to-end distortion, both the source coding and channel
coding rates can be adapted to channel conditions through
jointly allocating the W available bits. Also, cooperative
communication may or may not be used in the radio link
(in which case, the model will include a third node, the relay
node, when using cooperation).

We assume a low mobility scenario, where the commu-
nication is carried over a quasi-static fading channel; i.e.
fading may be considered constant during the transmission of a
frame. Furthermore, we will frame the study of SCC tradeoffs
within the viewpoint of the decisions that an allocation algo-
rithm has to make for each transmission period so as to obtain
best performance when having perfect knowledge of the chan-
nels. For this, we implicitly assume that the network offers a
mechanism to estimate the channel states at the transmitters
(similarly to setups used in closed-loop MIMO technologies
[20]). This can be achieved in a time division duplexed
network by using techniques such as channel sounding [21].
In this case, after assuming channel reciprocity, the source can
estimate the source-relay channel from the signal emitted by
the relay (likely containing pilots) and the source-destination
and relay-destination channels from estimates fed back from
the destination. As long as the quasi-static fading assumption
holds, the difference between actual and estimated channel
states (due to actual errors in channel estimation and due to
the time evolution of the channel) should have little effect on
the final result. This is because there would be no difference
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in the parameters chosen for source and channel coding as
the range of possible choices is discrete and the selection of
parameters remains the same over a range of channel SNRs.
In general terms, in most scenarios involving node movement
at speeds consistent with pedestrian setups, the channel is
expected to stay constant over the duration of several transmit
frames (for example, at carrier frequency of 2.5 GHz and node
velocity of 5 mph the channel coherence time is approximately
50 ms). With more rapidly changing channels, there may
be differences between the actual and the estimated channel
that would translate into a mismatched choice of source and
channel coding parameters, which would result in performance
loss. The magnitude of this loss depends on several variables,
such as the rate at which the channel is changing in relation
with the duration of a transmission period, the coarseness
in the range of choices for source and channel coding, the
performance of both the source and the channel codecs, etc.
Nevertheless, rapidly changing channel affects the considered
scheme whether user cooperation is used or not. Since our
main goal is to study the interaction between the received
signal quality-bandwidth efficiency tradeoff (stemming from
user cooperation) and the source compression-error protection
tradeoff, we will decouple the effects of channel mismatch
by assuming that channel states are ideally estimated at the
transmitter. This will lead to results that reveal the pure SCC
tradeoffs and that reflect the best performance that can be
achieved.

Consistent with the assumptions on channel model and strict
delay constraint, we will assume that performance measure-
ment and adaptation for the three transmission stages is done
on a frame-by-frame basis. This involves choosing for a source
frame a source encoding rate, a channel coding rate and the
use or not of cooperation based on the channels SNR so as to
minimize end-to-end distortion. The complexity of this pro-
cedure can be divided between the complexity of estimating
the channels SNR and the complexity of actually finding the
best settings. The complexity of channel SNR estimation is
highly dependent on several transmission parameters, such as
transmission rate, framing setup and scheduling, etc., that are
treated in general terms here. Nevertheless, we can assume
that channel estimation is performed using pilots, in which
case the procedure involves the derivation of a pilot sequence,
its reception and its processing (likely through a filtering
operation). In addition, channel estimation introduces an over-
head due to the transmission of the pilots themselves and the
transmission of some channel estimates from the destination to
the source (which can normally be compressed). The impact of
this overhead on performance once again is highly dependent
on several transmission parameters that are not the subject of
this work. In terms of the complexity involved in finding the
settings for source-channel coding and use of cooperation, for
schemes such as the ones studied here, the range of SNRs
associated with each setting can be precomputed and stored
in a table. For systems with more design variables, modified
multistage or iterative decision algorithm (such as those in [5]
and [6]) may be necessary. We next expand on the three main
stages at the transmitter.

A. Source Codec

During each sample period, a block of N input signal
samples are presented to the source encoder at the transmitter
node. The encoder generates one coded representation of the
N samples using RS bits per source sample. The performance
of this codec is measured through its achievable D-R func-
tion, where distortion is measured as the mean-squared error
between the original and the reconstructed source samples.
This function is frequently considered to be of the form
DS(RS) = c12−c2RS , which can approximate or bound many
practical systems such as video coding with an MPEG codec
[22], [23], speech using a CELP-type codec [24], or when
the high rate approximation holds. Assuming, without loss of
generality, that c1 = 1 and c2 = 2 (as if the input samples
were memoryless, with a zero-mean, unit-variance Gaussian
distribution and long block source codes were used), we have
( [25]),

DS(RS) = 2−2RS . (1)

B. Channel Codec

The source-encoded bits are organized into a source frame
and protected against transmission errors through a rate r
channel code. We will consider practical channel codes in
the form of convolutional codes and will exclude the use
of capacity-achieving codes due to the delay constraints. As
is common practice in conversational communications, the
receiver will discard source frames containing errors after
channel decoding. Although error concealment schemes are
used to replace the lost information, this is not our focus
subject, thus we assume that missing data is concealed with
its expected value.

Let the family of variable rate convolutional codes be
implemented with RCPC codes [26]. We assume that decoding
is performed with a soft input Viterbi decoder. From [27] the
probability of having a source frame with errors after channel
decoding can be upper-bounded as

P (γ) ≤ 1 −
⎡
⎣1 −

W∑
d=df

a(d)P (d|γ)

⎤
⎦

NRs

(2)

where df is the free distance of the code, a(d) is the number
of paths in the decoding trellis with Hamming weight d and
P (d|γ) is the probability of selecting during decoding a path
of Hamming distance d given the channel SNR γ [28].

C. Cooperative Communication

Communication may be carried on using a traditional
non-cooperative scheme (Figure 1(a)) or a cooperative setup
(Figure 1(b)). In the later, a third node, the relay node, is
associated with the source node. In general, there may be
more than one relay associated with each source node but,
for simplicity, we limit this number to one. Communication
in a cooperative setup takes place in two phases. In phase 1,
a source node radiates information. This transmission can be
overheard by the relay because of the broadcast nature of wire-
less communications. In phase 2, the relay node cooperates by
forwarding to the destination node the information received
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Fig. 1. Configuration of the studied schemes.

from its associated source node. At the destination node, the
signals received from the direct path from the source and from
the path through the relay are combined and detected. We will
assume that a Maximum Ratio Combiner (MRC) is used to
combine these signals. As the total number of bits that can be
sent per call and transmission period W is fixed, it needs to
be split between the two phases.

We will consider two schemes that implement cooperative
communication. The first is amplify-and-forward (AF). In this
scheme the relay amplifies and retransmits the source’s signal
without further processing. It can be shown, [15], that the SNR
at the receiver after the MRC, γAF , is

γAF = γsd +
γsrγrd

1 + γsr + γrd
, (3)

where γsd is the SNR in the source-destination link, γsr is
the SNR in the source-relay link and γrd is the SNR in the
relay-destination link. Thus, the probability of having a source
frame with errors after channel decoding can be approximated
from the upper bound in (2) as

PAF (γAF ) ≈ 1 −
⎡
⎣1 −

W/2∑
d=df

a(d)P (d|γAF )

⎤
⎦

NRs

. (4)

In the second scheme, decode-and-forward (DF), the relay
decodes the signal from the source and tests for successful
decoding (through, for example, a parity check such as CRC).
If decoding succeds, the relay sends during phase 2 another
copy of the source’s information. If decoding fails the relay
will idles during phase 2. Consequently, the received SNR at
the output of the MRC, γDF , is

γDF =

{
γsd + γrd, if correct decoding at relay;
γsd, if incorrect decoding at relay.

(5)

If we denote by Ψ the event “correct decoding at relay” and
by Ψ̄ the event “incorrect decoding at relay”, the probability
of having a source frame with errors is

PDF (γDF ) = P (γDF |Ψ)P (Ψ) + P (γDF |Ψ̄)P (Ψ̄)
= P (γsd + γrd) (1 − P (γsr)) + P (γsd)P (γsr),

(6)

where P (γ) is the source frame error rate in (2) with SNR
γ. The first term in the right hand side of (6) represents the
probability of successful transmission from the source to the
relay and then to the destination. The second term represents
the case when the relay fails decoding.

III. SOURCE-CHANNEL-COOPERATION PERFORMANCE

Next, we characterize the end-to-end distortion as a function
of SNR, i.e. the D-SNR curve, and we use it to study how
performance is affected by the SCC tradeoffs. The end-to-
end distortion comprises the source encoder distortion (which
depends on the source encoding rate) and the channel-induced
distortion (which depends on the channel SNR, use of coop-
eration, channel coding rate and error concealment). Given
the channel SNRs, the source and channel coding rates are
jointly set so as to minimize the end-to-end distortion while
not exceeding the total communication capacity W . Typically
both the source and the channel coding rates are chosen from
a finite set. We call an operating mode Ωi, the triplet that
describes a choice of source encoding rate, a choice of channel
coding rate and the indication of use of cooperation. Let
Ω = {Ωi, ∀i}, be the set of all operating modes. Since we
are assuming fixed transmit bit rate we have W/2 = NRS/r
if using cooperation and W = NRS/r if not, i.e. any Ωi could
be specified through either the source or the channel coding
rate. In what follows, we make explicit the dependence of
the probability of a frame error on Ωi by using the notation
PΩi(γ).

A. Amplify-and-Forward Cooperation:
We consider a scheme as in Figure 1(b) using AF cooper-

ation. Let RSC be the number of bits used by the source
encoder to represent each source samples. Let this source
encoded data be protected with a rate r RCPC code. As
discussed, we have RSC = Wr

2N . Let Ω(c) be the subset of Ω
such that user cooperation is used. The D-SNR performance
function for AF cooperation is the solutions to

DCAF = min
Ωi∈Ω(c)

{
DF PAFΩi

(γAF )

+ 2−2RSC

(
1 − PAFΩi

(γAF )
)}

, (7)

where PAFΩi
(γAF ) follows (4) and DF is the distortion when

the source frame is received with errors (DF = 1 for our
source model and distortion measure setup).

Finding a close form expression for the D-SNR curve is
a challenging problem. Nevertheless, a good approximation
can be found by considering the following. Let fΩi(γAF ) =
DF PAFΩi

(γAF ) + 2−2RSC
(
1 − PAFΩi

(γAF )
)

be the D-
SNR function that results from a choice of operating mode
Ωi ∈ Ω(c). We will call fΩi(γAF ) the single-mode D-
SNR curve. Because source and channel coding are fixed in
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each fΩi(γAF ), the distortion only increases due to channel
errors. Also, at high γAF , the contribution of channel errors
is so negligible that fΩi(γAF ) is approximately constant
at a value equal to the source encoding distortion. When
comparing two single-mode D-SNR curves, the one with a
larger source coding rate is also associated with a weaker
channel code, thus, this curve shows lower distortion at high
SNR but channel errors become significant and distortion
starts to grow at higher SNR values. The overall effect is
that the D-SNR performance resulting from solving (7) is
the sequential interlacing of sections of single-mode D-SNR
curves (examples of these observations are shown in Figs. 3
and 4, to be presented in Section III-D). These sections are the
portion of single-mode D-SNR curves where channel-induced
distortion typically ranges from being negligible, to being such
that the total distortion equals the source encoding distortion of
the single-mode D-SNR with the next stronger channel code.
Thus, the D-SNR curve could be closely approximated by
using a subset of carefully selected points. These points are
those where the contribution of channel errors to the end-
to-end distortion is relatively small, i.e. those points where
distortion is equal to (1 + Δ)DS(Ωi), where Δ is a small
number. Formally, we are considering those points where

D = (1 + Δ)DS(Ωi)

= DF PΩi(γAF ) + DS(Ωi)
(
1 − PΩi(γAF )

)
, (8)

Equivalently, from (8), the D-SNR curve is formed by those
points where

PAFΩi
(γAF ) =

Δ
DF

DS(Ωi)
− 1

. (9)

Combining (4) and (9), leads to a relation between γAF and
RSC , [19], that implicitly depends on the expressions for the
code free distance, df , and the number of paths with Hamming
weight df , a(df ) as functions of the channel code’s rate, r. For
the function df (r), it can be verified that a good approximation
is df ≈ κe−cr = κe−c2NRSC/W , where κ and c are two
constants. A similar study for a(df ) shows that there is no
such practical functional approximation. Yet, a(df ) can be
approximated by its average value, ā, and still yield good
results. Assuming that the most likely error events are those
with Hamming weight equal to the code’s free distance, df ,
and using (2) we can write the approximate relation

Δ
DF

DS(Ωi)
− 1

≈ 1 −
(
1 − ā

2
erfc
(√

κe−2cRT /W γAF

)RT

, (10)

where RT = NRSC is the total number of bits that rep-
resent the input samples and we have used the fact that
for BPSK modulation, Pe(d|γ) = .5 erfc

√
dγ [26], with

erfc(γ) being the complementary error function defined as
erfc(γ) = 2/π

∫∞
γ

e−u2
du. From (10), we have

γAF ≈ e
2cRT

W

κ

(
erfc−1

(
2
ā

[
1 −
(

1 − Δ
DF

DS(Ωi)
− 1

) 1
RT
]))2

.

From this relation, using the approximation erfc−1(y) ≈√− ln(y), considering that PΩi(γAF ) is typically small when
(9) holds with small Δ, and that for the selected points we

have D = (1+Δ)2−2RSC , it is possible to derive the D-SNR
function. Following this procedure, [19], one can show that
the D-SNR curve can be closely approximated as,

DCAF ≈ (GcγAF )−10mc , (11)

mc =

[
20
(

cN

W ln(4)
+

1
2Ψ + 2R̄SC ln(4)

)]−1

, (12)

Gc =
κ(1 + Δ)−1/(10mc)

Ψ + R̄SC ln(4)
10

log(4)R̄SC
Ψ+R̄SC ln(4) , (13)

where Ψ = ln
(

āNDF R̄SC

2Δ

)
, and R̄SC is the average source

encoding rate for operating modes Ωi ∈ Ω(c).
Equation (11) has the appeal of being of the same form as

the error rate-SNR function found in the study of communica-
tion systems [29]. The main differences are that we are consid-
ering distortion instead of average error probability, there is no
assumption of asymptotically large SNR, and that (11) models
performance of systems with practical components instead of
being a bound at high SNR. Following this similarity, we
can derive the analogy that Gc is the coding gain and mc

is the diversity gain. The coding gain Gc represents the SNR
for a reference distortion value of 1. The diversity gain mc

determines the slope (i.e. rate of change) of the logarithm of
the distortion when SNR is measured in decibels (the factor of
10 multiplying mc in (11) sets these units). As argued in [19],
this concept of diversity beyond its natural realm of systems
with fading is based on the significant overlap between the
concept of diversity and redundancy. The general concept of
diversity, as that of transmitting multiple message copies, can
be extended to other forms of redundancy. Such is the case
for error correcting codes when considering that they exhibit
an inherent diversity because the (maybe partial) copies of the
message are coded as parity data. In this sense, our expanded
view of diversity aims at measuring more general forms of
redundant information in cross layers designs, which allows
us to consider in a unified way the use of cooperation to
deliver multiple copies of the message and the tradeoffs in
redundancy at the source-channel bit rate allocation stages.
Also, it is worth noting that the premise on which we base the
D-SNR characterization, i.e Eq. (8), follows from the problem
setup and is not exclusive to a particular choice of source,
channel code family, or distortion measure.

B. Decode-and-Forward Cooperation:

In the case of DF cooperation, the setup remains as in Fig.
1(b). We assume a source coding rate RSC and channel coding
rate r with the relation RSC = Wr

2N still holding. The D-SNR
performance function for DF cooperation is the solutions to

DCDF = min
Ωi∈Ω(c)

{
DF PDFΩi

(γDF )

+ 2−2RSC

(
1 − PDFΩi

(γDF )
)}

. (14)

To characterize the D-SNR curve in DF cooperation it is
necessary to consider the structure of PDFΩi

(γDF ) (as in
(6)). Consequently, we consider three cases: the source-relay
channel is “good”, the source-relay channel is “bad” and the
channel states are such that there is no solution to (9) for
DF cooperation. Due to the adaptation of channel coding
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rate, the classification of “good” or ‘bad” source-relay channel
depends not only on γsr, but also on the operating mode and
the strength of its channel code. This is because for a given
channel state the strongest channel codes may be operating at
the low BER regime but the weakest codes may be operating
in the high BER regime. This is why the source-relay channel
needs to be qualified in terms of the frame error probability
PΩi(γsr).

In the case of “good” source-relay channel the source frame
error probability (6) can be approximated as PDFΩi

(γDF ) ≈
PΩi(γsd + γrd) for most operating modes. In this case (8)
becomes D = (1 + Δ)DS(Ωi) = DF PΩi(γsd + γrd) +
DS(Ωi)

(
1 − PΩi(γsd + γrd)

)
, and we have

DCDF ≈ (Gc(γsd + γrd)
)−10mc

. (15)

In the case for “bad” source-relay channel, (6) can be
approximated as PDFΩi

(γDF ) ≈ PΩi (γsd) for most operating
modes. In this case we have

DCDF ≈ (Gcγsd

)−10mc
. (16)

The differentiation between “good” and “bad” source-relay
channels, is done by setting a threshold on PΩi(γsr) such that
the operating modes are separated into two regimes. These
regimes are those where PDF (γDF ) in (6) can either be
PDFΩi

(γDF ) ≈ PΩi(γsd + γrd) (for operating modes with
strong error protection such that PΩi(γsr) is less than the
threshold) or PDFΩi

(γDF ) ≈ PΩi(γsd) (for operating modes
with weak error protection such that PΩi(γsr) is more than
the threshold). Following this, we considered the threshold to
be PΩi(γsr) ≈ 0.1. The results show little sensitivity to the
value chosen as a threshold because although there may be
one or two operating modes in borderline cases with PΩi(γsr)
near the threshold, the rest will be clearly in a good or bad
channel condition. Also, note that mc and Gc in (15) and
(16) are already given by (12) and (13) because AF and DF
cooperation yield the same bandwidth efficiency and values
for the variables mc and Gc depend on.

The third modeling case corresponds to situations where
the channel states are such that there is no solution to (9).
This may occur when γsd is very low, both γsr and γrd

are such that PDFΩi
(γDF ) < Δ

(
DF

DS(Ωi)
− 1
)−1

for some
Ωi. In this case, the distortion in our analysis becomes an
asymptotic value. Because Δ is chosen small, we approximate
this value by solving for the operating mode for which
limγsd→0 PDFΩi

(γDF ) = Δ
(

DF

DS(Ωi)
− 1
)−1

. Using this fact
and (1) into (10), the asymptotic distortion value can be
approximated as Da ≈ 2−2RSC after solving for the source
encoding rate RSC in

RSC =
1
2

log2

⎛
⎜⎝1 +

Δ

1−
[
1 −ā

2erfc
(√

κe−
2cRT

W γrd

)]RT

⎞
⎟⎠ . (17)

C. No Use of Cooperation:

The case of a direct communication without cooperation is
schematized in Figure 1(a). Let RSN be the number of bits
used by the source encoder to represent each of the N source
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Fig. 2. D-SNR curves obtained from simulations and applying the analysis
in Sec. III.

samples and Ω(nc) be the subset of Ω such that there is no
use of cooperation. Then, the D-SNR curve is the solution to

DSN = min
Ωi∈Ω(nc)

{
DF PΩi(γsd) + 2−2RSN

(
1 − PΩi(γsd)

)}
.

(18)
Equation (18) is of the same form as (7). Therefore, an

approximation for the D-SNR curve could be derived as
in Section III-A considering that with no cooperation we
will have twice the bandwidth efficiency as in AF or DF
cooperation, and R̄SN = 2R̄SC . Then, it can be shown that

DN ≈ (GNγsd)−10mn , (19)

mn =

[
10
(

cN

W ln(4)
+

1
Ψ + ln(2)(1 + 4R̄SC)

)]−1

, (20)

GN =
κ(1 + Δ)−1/(10mn)

Ψ + ln(2)(1 + 4R̄SC)
10

2 log(4)R̄SC
Ψ+ln(2)(1+4R̄SC ) . (21)

D. Illustration

Fig. 2 show the D-SNR curves obtained from simulations
along with those derived using the characterization from
previous sections. We choose for error protection a family of
memory 4, puncturing period 8, mother code rate 1/4, RCPC
codes [26]. For these codes we have ā = 6.1, κ = 30 and
c = 3. Also, we set N = 150 samples, W = 950 bits per
transmission period and Δ = .1 (it will be shown that the
results have little sensitivity to this choice). We consider γsd

as the main variable, while we treat γsr and γrd as parameters.
In doing so, different scenarios can be thought of as associated
with the distance between the relay and the other nodes. Fig. 2
shows that our D-SNR characterization accurately represents
the behavior of the schemes under study. The scheme without
cooperation shows the largest difference between simulation
and analytical results for γsd between -3 and -1 dB. This
difference is not related to our analysis because in this range
there is no adaptation of the source or channel code. This is
because the strongest channel code has already been chosen
at γsd ≈ −1dB and so the system is operating outside
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Fig. 3. Application of schemes to GSM AMR speech codec.

our analysis range. Note that the schemes with cooperation,
although being well represented by the analytical model, do
not show the expected linear relation. This is because in the
Figure the abscissa is γsd (in dBs) and not γAF or γDF .

The D-SNR characterization can also be applied to practical
schemes. This is because, as noted, D-R functions of the form
we have considered can approximate or bound the perfor-
mance of many practical source codecs. Fig. 3 illustrates this
by showing the D-SNR performance of the GSM AMR speech
codec [30], coupled to a memory 4 RCPC code from [26].
The figure shows seven single-mode D-SNR curves, obtained
through Monte Carlo method, corresponding to source encod-
ing rates 12.2, 10.2, 7.4, 6.7, 5.9, 5.15 and 4.75 Kbps; where
the last three modes are used in AF cooperation and the first
four without cooperation. To emphasize the applicability of
our analysis, distortion is measured using a perceptually-based
measure related to the ITU-T PESQ standard P.862 [31]. PESQ
produces a result that is between 4.5 (best quality) and 1 (worst
quality) that accurately predicts the results from a typical
subjective test. We measure distortion as 4.5−Q, where Q is
the output from the PESQ algorithm. The figure also includes
the performance approximation as in (11) and (19), with
parameters obtained by measuring two performance points (as
discussed in Section IV). Fig. 4 shows a similar simulation
for a frame of the 30 frames per second QCIF video sequence
“Foreman” encoded with the MPEG-4 codec and protected
with a memory 8, puncturing period 8, mother code rate 1/4
family of RCPC codes [32]. The frame considered is number
190, the tenth P frame after an I frame. Despite the coarse set
of available operating modes, our characterization still applies
in these cases. Interestingly, this is the case even when the
video source is not memoryless, as previously assumed. This
is because, as shown in (8), our analysis focuses on points
where channel-induced distortion starts to become important,
which is an effect that is somewhat decoupled from the source
memory (i.e. when the channel-induced distortion becomes
important it significantly affects all memory interdependent
frames). Yet, a detailed consideration of sources with memory
is beyond this paper reach and has to be left for a sequel.
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Fig. 4. Application of schemes to MPEG-4 video codec.

Figs. 3 and 4, also show how the D-SNR curve is made of
the interleaving of single-mode D-SNR curves and how the
points following (9) are used in the characterization.

E. Validation of D-SNR Characterization

After recognizing that the dynamics of the source-channel
coding tandem are such that the resulting D-SNR performance
is the interlacing of sections of single-mode D-SNR curves,
the characterization of the D-SNR curves rests on two key
steps. The first step corresponds to Eq. (9), or its equiva-
lent for each particular scheme, which essentially translates
the problem from one involving the tandem of source and
channel coding into one in error control coding. With this, it
becomes possible to apply many techniques from error control
performance analysis to find the channel SNRs such that the
frame error probability equals the expression in (9). From
this point on, the characterization of the D-SNR curve is as
good as the approximation of channel SNRs. To assess this,
we considered the relative error between the logarithm of the
actual and the approximated distortion values at the channel
SNRs corresponding to the points used to approximate the D-
SNR curve. The actual distortion value at these points is, by
definition, (1+Δ)DS(Ωi). For each point used to approximate
the D-SNR curve (one per operating mode) it is possible to
find the actual SNR value by solving for γ in

PΩi(γ) =
Δ

DF

DS(Ωi)
− 1

. (22)

When the operating modes Ωi in (22) are those with no
cooperation, the resulting γ will correspond to the γsd of
the points used to approximate the D-SNR curve. Because
(22) does not depend on the specific type of cooperation
and we are solving for γ as the unknown variable, when
the operating modes are those with cooperation, the resulting
γ will correspond to γAF if using AF cooperation or either
γsd+γrd or γsd if using DF cooperation. From the knowledge
of γ for each scenario, it is possible to find the approximate
distortion at the points used to characterize the D-SNR curve
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Smc

Δ =

[
−10Δ

(
cN

W ln(4)

(
1+

1
2Ψ + 2R̄SC ln(4)

))2
]−1

, (24)

Smn

Δ =

[
− 5Δ

(
cN

W ln(4)

(
1 +

1
Ψ + ln(2)(1 + 4R̄SC)

))2
]−1

, (25)

S
GcdB

Δ =
−1

mc(1 + Δ) ln(10)
− 20Δ log(1 + Δ) + 10/ ln(10)

Δ
(
Ψ + R̄SC ln(4)

) +
6.265(

Ψ
R̄SC

+ 1
)2

R̄SC ln(4)
, (26)

S
GNdB

Δ =
−1

mn(1 + Δ) ln(10)
− 10Δ log(1 + Δ) + 10/ ln(10)(

Ψ + ln(2)(1 + 4R̄SC)
) +

6.265(
Ψ

ln(2)(1+4R̄SC)
+ 1
)2

ln(2)(1 + 4R̄SC)
. (27)
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through (12), (15), (16) or (19). Fig. 5 shows, for the memory
4 RCPC code used before, the relative error between the
logarithm of the actual and the approximated distortion values
at the points used to approximate the D-SNR curve. Only one
curve is needed for all the schemes with cooperation because
the abscissa represents γAF , γsd+γrd or γsd, depending on the
case and because Gc and mc are the same for all schemes with
cooperation. In the figure, it can be seen that the approximation
is sufficiently good with most points having relative errors of
less than 5% (many, in fact, less than 2.5%) and only one
slightly exceeding 10%. The source for most of the errors can
be traced to the tightness of the approximation df ≈ κe−cr

and the approximation of a(df ) by its average value.

The second step in characterizing the D-SNR curve is the
choice of Δ that sets the points used to approximate the D-
SNR curve. As discussed, the best choice of points is those
where the relative contribution of channel errors to the end-to-
end distortion is small but not negligible. This sets each points
in the “elbow” section of a single-mode D-SNR curve, where
the curve is transitioning from exhibiting and almost constant
distortion to a rapid increase in distortion due to charnel errors.
Points with a relative contribution of channel errors that is

practically negligible or is large may or may not belong to
the section of single-mode D-SNR curve that contributes to
the D-SNR curve. We have chosen Δ = .1 as a good value, yet
it is still necessary to know how results are impacted by this
choice. We do so by studying the sensibility of the parameters
GcdB

, GndB
, mc and mn with respect to Δ. The sensibility

of a function y of the variable x, Sy
x , is defined as [33]

Sy
x =

dy/y

dx/x
. (23)

Using this definition and through algebraic operations, we can
find the expressions for Smc

Δ , Smn

Δ , S
GcdB

Δ and S
GNdB

Δ shown
in (24) through (27). For the same memory 4 RCPC code
used earlier, the sensibility of mc or mn can be found to
never exceed 0.022 for 0.05 ≤ Δ ≤ 0.2 and GcdB

or GndB

can be found to never exceed 0.08 for 0.05 ≤ Δ ≤ 0.2, also.
This means that the parameters used to characterize the D-
SNR show little sensitivity to the actual choice of Δ, as long
as it is chosen following the explained guidelines.

IV. SOURCE-CHANNEL-COOPERATION TRADEOFFS

We now study the SCC tradeoffs by examining the relation
between mn and mc, and GN and Gc.

We first consider the relation between mc and mn, as
given by (12) and (20). Because in practice Ψ > ln(2), we
have that 2Ψ + 2R̄SC ln(4) > Ψ + ln(2)(1 + 4R̄SC), which
implies that mn/mc < 2. Also, it can be shown through
algebraic operation that the condition mn/mc < 1 requires
cN/(W ln(4)) < 0, which is not possible. Therefore, we
conclude that

1 <
mn

mc
< 2. (28)

Furthermore, for typical system setups the term cN/(W ln 4)
is the one that contributes most to the value of mc or mn

because it typically differs from (2Ψ+2R̄SC ln(4))−1 or (Ψ+
ln(2)(1+4R̄SC))−1 by approximately an order of magnitude.
This implies that we can approximate

mn

mc
≈ 2. (29)

Physically, this means that distortion will decrease at a rate
approximately twice as fast in systems without user cooper-
ation (as can be seen in Figure 2) when compared against
systems with AF or DF cooperation. Interestingly, note that



KWASINSKI and LIU: SOURCE-CHANNEL-COOPERATION TRADEOFFS FOR ADAPTIVE CODED COMMUNICATIONS 3355

this relation follows mostly from the fact that when using
cooperation, the communication capacity is halved.

To study the relation between GN and Gc, we recall that
Equations (8), (11), (15) and (16) show that the functional
relation between end-to-end distortion and received SNR (be
it γsd, γAF or γDF ) is linear in log-log scales. Therefore,
mn, GN , mc and Gc can be calculated from the knowledge
of only two points of the D-SNR curve. Let (DN1, γN1) and
(DN2, γN2) be the coordinates of these points for schemes
without cooperation and (DC1, γC1) and (DC2, γC2) be those
for schemes using cooperation. The coordinates of these points
could be approximated using again the observation that each
single-mode D-SNR curve contributes to the overall D-SNR
curve over a section where the contribution of channel-induced
error is relatively small. Then, from (8) and (9),

Di =
(
1 + Δ

)
2−2Ri , γdBi =10 log

[
P−1

Ωi

(
Δ

22Ri − 1

)]
, (30)

for i = 1, 2 and where the subscript dB denotes a magnitude
expressed in decibels. Knowing the points coordinates, it is
then possible to find

mn =
log
(
DN1/DN2

)
γN2,dB − γN1,dB

GNdB
= −(γN1,dB +

log DN1

mn

)
mc =

log
(
DC1/DC2

)
γC2,dB − γC1,dB

GcdB
= −(γC1,dB +

log DC1

mc

)
.

Focusing on GN and Gc, note that log DC1 = log(1+Δ)−
2RSC1 log 2. Since Δ is small, log DC1 ≈ −2RSC1 log 2 =
−RSN1 log 2 ≈ (log DN1)/2. Then, since mn/mc ≈ 2,
we have log DC1/mc ≈ log DN1/mn, which implies that
the relation between GN and Gc, approximately only de-
pends on the relation between γN1,dB and γC1,dB. Fur-
thermore, Equation (2) can be approximated as P (γ) �
NRs

(∑W
d=df

a(d)P (d|γ)
)
, [27]. Differentiating explicitly

between the use or not of cooperation by using the subscripts
C and N , respectively, it follows that PC(γ) ≈ PN (γ)/2 for
a given operating mode Ωi. Considering these observations
along with (8) and (9), leads to (30) being re-written as

γCi,dB = 10 log
[
P−1

NΩi

(
2Δ

2RSNi − 1

)]
, i = 1, 2, (31)

which implies that γC1,dB < γNi,dB. Therefore, we conclude
that

GCdB
> GNdB

. (32)

Consider next the value of γsd for which DCAF = DN .(
Gc

(
γsd +

γsrγrd

1 + γsr + γrd

))−10mc

= (GNγsd)−10mn

⇒ Gmn

N

Gmc
c

=

(
γsd + γsrγrd

1+γsr+γrd

)mc

γmn

sd

⇒ G2
N

Gc
≈
(
γsd + γsrγrd

1+γsr+γrd

)
γ2

sd

(33)

⇒ γsd ≈ G2
c

GN

(
1 +

√
1 + 4

(
γsrγrd

1 + γsr + γrd

)
G2

N

Gc

)
,

(34)
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where in (33), we have used (29). Equation (34) shows that
there is only one value of γsd for which the distortion with and
without cooperation are equal. The combined effect of (28),
(32) and (34) is that there are a range of values of γsd (those
that correspond to relative high SNR) for which it is better
not to use cooperation and a range of values for which it is
better to use cooperation. Due to space limitation, we point
out here that the same analysis that leads to (34) could be
carried out for DF cooperation and reach the same conclusion.
Also, we briefly note here that these conclusions can also be
observed in the practical systems of Figs. 3 and 4. Then, our
characterization can be seen as a useful design tool to predict
approximate performances.

We explore further this issue by studying the ratio DC/DN

between distortion without and with cooperation. Figs. 6 and
7 show results for source-relay channels that are classified
as “good” or “bad”, respectively, for most operating modes
in DF cooperation. These figures also explore the effects of
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the relative strength of the channel code family by comparing
results for the memory 4 family of RCPC codes, to those
obtained for a memory 8 RCPC codes from [32] (for which
we have ā = 7.1, κ = 45 and c = 2.8). The results confirm
that non-cooperation is better than AF or DF cooperation at
large γsd, i.e. DC/DN > 1. This relation is inverted at low
γsd. As it is to expect, the value of γsd for which cooperation
is better increases with γsr. Furthermore, the value of γsd

for which cooperation is better decreases with the use of a
stronger channel code because the larger bandwidth efficiency
when not using cooperation allows for a more effective use of
the stronger code redundancy. Also, note that there is a value
of γsd for which DC/DN is minimum (cooperation yields
best performance gain). This value does not depend on γsr,
γrd or the type of cooperation, it only depends on the channel
code family used and is close to the value of γsd for which
the non-cooperative distortion reaches 1. Comparison between
AF and DF cooperation shows that the later is better for all
values of γsd and γrd when the source-relay channel is “good”.
In the case of “bad” source-relay channel, DF cooperation
outperforms AF only at low γsd, and this advantage can
be overcome by choosing a family of channel codes that is
strong enough. Note that previous works have not observed
a performance difference between AF and DF cooperation
[15], but we are providing a different viewpoint, since we are
considering end-to-end performance of systems with source
and channel coding, with channel side information at the
transmitter and no asymptotic high SNR analysis.

We also considered the influence that a change in source
codec efficiency has on the results. In practice, different source
codecs exhibit different compression efficiency, i.e. different
source codecs achieve the same distortion values at different
encoding rates. Thus, the efficiency of the source codec can be
incorporated into the formulation by writing the D-R function
as DS(RS) = 2−2(1−λ)RS = 2−λ̂RS , where λ determines the
coding inefficiency and λ̂

Δ= 2(1−λ). By modifying our results
accordingly, we have that (12), (13), (20) and (21) become

mc =

[
20
(

cN

Wλ̂ ln(2)
+

1
2Ψ + 2λ̂ ln(2)R̄SN

)]−1

,

Gc =
κ(1 + Δ)−1/(10mc)

Ψ + λ̂R̄SN ln(2)
10

λ̂ log(2)R̄SN
Ψ+λ̂R̄SN ln(2) ,

mn =

[
10
(

cN

Wλ̂ ln(2)
+

1

Ψ + ln(2)(1 + 2λ̂R̄SN )

)]−1

,

GN =
κ(1 + Δ)−1/(10mn)

Ψ + ln(2)(2λ̂R̄SN + 1)
10

λ̂ log(2)R̄SN
Ψ+ln(2)(2λ̂R̄SN +1) . (35)

These equations show that mc and mn change with λ̂ ap-
proximately in a linear fashion. Thus, the relation mn/mc ≈ 2
is maintained. Figures 8 and 9 show the ratio DC/DN for
λ = 0.2. We can see that in the case of “bad” source-relay
channel, the increased inefficiency of the source codec trans-
lates into an increase in the range of values of γsd for which
no cooperation outperforms AF cooperation. This effect is
compensated by using stronger channel coding. Also, we can
see that DF cooperation now outperforms AF cooperation for
a larger range of values of γsd. In the case of “good” source-
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relay channel, DF cooperation is the cooperative scheme that
is outperformed by no cooperation over a larger range of γsd.
Also, we can see that the results show a reduced sensitivity
to the value of γrd.

Finally, we note that our assumption of ideally estimated
channels allows for the possibility of designing schemes that
prevent the sacrifice in bandwidth efficiency associated with
the cooperative schemes. When the source-destination channel
is sufficiently good, our results suggest that transmission
should be switched to a scheme with no cooperation (in-
terestingly, this observation can be seen as a generalization
of the idea that when the channel is good enough most of
the transmission capacity should be invested in increasing the
source coding rate, thus reducing error protection). Adding
layers of complexity to the design may lend to other schemes
that exploit the knowledge of the channel to overcome the
sacrifice in bandwidth efficiency (for example with adaptive
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modulation). Nevertheless, as previously discussed, many of
these approaches add extra dimensions to our present work
aimed at revealing the tradeoffs in pure SCC schemes, thus
exciding the scope of this paper. Furthermore, our results,
specially (29), suggests that cooperative schemes beyond the
ones considered here can be designed to outperform non-
cooperative schemes over a larger range of the operational
envelope if they were able to adapt bandwidth efficiency
(such as those in [16]). Nevertheless, further research under
the conditions of this study is warranted to learn about the
properties of such systems.

V. CONCLUSIONS

We studied the effects that the tradeoffs among source
coding, channel coding, and use of cooperation have on the
performance of systems carrying conversational traffic. We
considered practical source and channel codecs and for user
cooperation we considered amplify-and-forward and decode-
and-forward schemes. We measured performance using the D-
SNR curve which represents the relation between end-to-end
distortion and channel SNR. We saw that the D-SNR curve
can be accurately approximated as a linear function in a log-
log scale. Our approach has the key advantage of considering
practical source and channel codes and their settings, while
it avoids resorting to high SNR asymptotic analysis. The ap-
plication of our D-SNR characterization showed that schemes
using cooperation have better coding gain (due to the better
error performance) but they show a decrease of distortion at
approximately half the rate of schemes not using cooperation
(due to the sacrifice in bandwidth efficiency). The overall
effect is that non-cooperative schemes have better performance
at high source-destination SNR, while AF or DF cooperative
schemes have better performance in the rest of cases.

Further analysis showed that the best performance among
cooperative schemes is achieved with DF cooperation in
most of the cases but, when the source-relay channel is bad
the performance advantage of DF cooperation is reduced
by choosing a channel code family sufficiently strong. In
addition, we studied the effects that the efficiency of the
source codec has on system performance and we showed that
it reduces the diversity gain proportionally to the codec loss of
efficiency. Also, we saw that for “bad” source-relay channel,
AF cooperation is outperformed by DF cooperation and by
no cooperation over a larger range of channel SNRs but this
effect could be compensated by choosing a stronger family of
channel codes. Similar observations apply to DF cooperation
in the case of “good” source-relay channel. We finally note
that our results suggests that the performance can be improved
by allowing switching between the use or not of cooperation
based on channel knowledge and by resorting to cooperative
schemes that adapt the bandwidth efficiency.
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