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Abstract: Spatial-temporal equalizer can be used 
in the wireless communication systems with an- 
tenna arrays to improve the performance. In  this 
article, we introduce two blind adaptive algorithms 
for spatial-temporal equalization, and present their 
convergence. Computer simulation demonstrates 
that the new algorithms converge faster than frac- 
tionally spaced constant-modulus algorithm (FS- 
C M A )  . 

1 PROBLEM 
FORMULATION 

To improve the quality of wireless communication 
systems, antenna arrays are used for diversity re- 
ception. To make full use of the information con- 
tained in each sensor, spatial-temporal equalizer is 
used to remove intersymbol interference and miti- 
gate the additive channel noise. The wireless com- 
munication systems with antenna arrays can be 
modeled as single-input/multipEe-output systems 
shown as in Figure 1. Since the channels are 
time-varying and training sequences are not al- 
ways available, blind adaptive techniques have to 
be used in these systems. 

In Figure 1, the input sequence { s [ n ] }  is sent 
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through M different linear channels with impulse 
response {h,[n]} for nz = 1,2 , . - . ,M.  Hence, the 
channel outputs can be written in matrix form as 

x ~ [ n ]  = X K S K [ ~ ] ,  or Xh.[n] = 'H~Sh-[nl,  (1.1) 

where we have used the definitions 

0 ) ,  a ( 0 * a .  ... - .  
h [ L  - 13 . . . h[O] . * . 

7th- = - .  
h [ L  - 11 . . .  h[O] 

(1.2) 
X ~ [ n ] ~ ( x ~ [ n ] , . . . , x ~ . [ n + N -  l ] ) ,  (1.3) 

S K [ ~ ]  ( s ~ [ n ] ,  - G ,  sK[n  + N - l ] ) ,  (1.4) 

with 

sK[n]  2 ( s [ n  - L + 13,. . -, s[n + K - l ] lT ,  

h[n] (h1[7d,. . -, h ~ [ n ] ) ~ ,  

xK[n] (xT[n],  - .  -, x*[n + K - l]lT,  

and 
xT[n] (z I[n] ,  . -, zM[n]) .  

The integer K in the above equations determines 
the dimensions of the matrices and the vectors. 

In this article, we will assume that the SIMO 
channels are of finite impulse response (FIR) with 
length L ,  and furthermore, they satisfy the length- 
and-zero condition [2] ,  which makes 'HK for any 
h' 2 L - 1 to be of full column rank. Hence, from 
(l.l), there exists a K M  x (A'+ L - 1) matrix 3 
(not unique) such that 

s,y[n] = 9 x K [ n ] ,  F A  (f1, f i , . . . ,  fK+L-I),  

(1-5) 
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where f k  for k = l , . - . , K +  L - 1 are column 
vectors with K M  elements. 

The task of blind adaptive equalization of SIMO 
channels is to find algorithms to  adaptively adjust 
the parameters f k  such that 

(1.6) H 3 7 - i ~  = CIKSL-I ,  

for some non-zero constant c. 

2 ALGORITHEM 
DEVELOPEMENT 

From the above definitions, we have 

(2.1) H H 
fk xK[n] = fk+lxKLn - l], 

for k = l , . . - , K  + L - 2, and every integer n. 
Hence, using the above identity, we may obtain 
fk. If the channel noise is considered, fi, for k = 
1,. . . , K + L - 1 can be estimated by minimizing 
the cost function 

K+L-2 
c = Elf:XK[n] - f g l x K [ n  - 1]12 (2.2) 

k = l  

subject to 
KCL-1 

k = l  

where co is a non-negative constant. The con- 
straint is added here to  prevent from the trivial 
solution of f k  = 0 for all k = l , . . - , K +  L - 1. 

From (2.2)) a direct calculation yields that 
K+L-2 

k = l  

where we have used the definition and identity 

&[m] E{xI+]x$[n - m]} ,  Rz[-m] = R f [ m ] .  
Hence, 

then, (2.4) can be written as 

= Rf, dC 
df 
- 

where R i s  a K M ( K +  L - 1) x K M ( K +  L - 1) 
matrix defined as 

Using the gradient-based approach, we can obtain 
an adaptive algorithm to estimate f as following: 

++l) = f(") - /&n) ) (2.7) 

k = l  

and RJm] in R can be estimated using 

&+')[m] = XRP)[m] + (1 - X)XK[n]xg[n - m], 
(2.10) 

where p is a step-size and X E [0, 11 is a forgetting 
factor. 

The blind adaptive algorithm for SIMO chan- 
nel equalization defined by (2.7)-(2.10) is called 
second-order statistics based algorithm, or SOSA. 

If we examine the identities (1.4) and (1.5) care- 
fully, we will see that 

for k1, k2 = 1,2, .  . ., K + L - 1 and all integer n. 
Hence, we can modify the cost function (2.2) as 

K+L-1 
= EjfZxK[n - kl] - f & Y [ n  - k2Il2. 

kl  ,k2=l  
(2.12) 
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From this cost function, we are able to  derive 
a modified second-order statistics based algorithm 
(MSOSA) similar to (2.7)-(2.10), except that R is 
substituted by 

The dimension parameter K in the above two al- 
gorithms is usually between L - l to L + l to get 
good trade-off between the performance and the 
complexity. 

Since the MSOSA exploits more information 
about the structure of sjy[n],  as comfirmed by our 
computer simulations, it is more robust than the 
SOSA. However, the MSOSA requires a little bit 
more computation than the SOSA. 

3 CONVERGENCE 

Having developed the SOSA and the MSOSA in 
the previous section, we will investigate their con- 
vergence in this section. 

A sequence { s [ n ] }  is said to be h‘-th order per- 
sistently exciting [3] if and only if Sh’[n] defined 
in (1.4) is of full row rank for some N .  Under 
this assumption, we can prove the following global 
convergence theorem. 

Theorem 1: For digital communication sys- 
tems, assume that the channel input sequence 
{s[n]}  is K + 1-th order persistently exciting for  
some K 2 L - 1 and N in (1.4), and the noiseless 
channel satisfies the length-and-zero condition. If 
for some k and n 

and for  all k = 1 , 2 , - - - , K  + L - 2 and n = 
1,2 ,  * * e ,  N 

then, 
F H U ~  = CIK+L-I (3.3) 

for some non-zero c, where I K + L - ~  is a ( K  + L - 
1) x (K + L - 1) identity matrix. 

4 COMPUTER SIMULATION 
EXAMPLE 

A Monte Carlo simulation example has been con- 
ducted to demonstrate the performance of the new 
algorithms used in 16-QAM digital communica- 
tion systems. In our simulation, the channel in- 
put sequence { s [n]}  is i.i.d. and randomly dis- 
tributed over { f l  f I}, { f 3  It I } ,  {fl f 33) and 
{ f3  f 33). It is sent tlhrough two time-invariant 
linear channels with impulse responses (0.6662 - 
30.8427,1.6323 - 30.2503, -0.6617 - 30.4102) and 

30.4184) respectively. The complex white Gaus- 
sian noise, with zero-mean and variance making 
S N R  = 20dB,  is added at each channel output. 
The step-size p and the :forgetting factor X are cho- 
sen to  optimize the performance of each equaliza- 
tion algorithm. Figure 4 (a), (b) and (c) are the 
ej’e patterns of the SOSA, the MSOSA and the 
orthogonal FS-CMA respectively after 500 itera- 
tions, and Figure 4 (d) illustrates the convergence 
of IS1 of the three algorithms with respect to the 
number of iterations. From Figure 4, the perfor- 
mance of the SOSA and the MSOSA are much 
better than that of the orthogonal FS-CMA with 
the, MSOSA being the best of the three algorithms. 

In this article, we have proposed the SOSA 
and the MSOSA for blind adaptive equalization 
of SIMO channels using the correlation function of 
the channel outputs. The new algorithms converge 
faster than fractionally spaced CMA [a]. We are 
currently studying how to use the proposed algo- 
rithms in IS-54 systems to  tracking the fast fading 
mobile radio channels. 

(0.4607 + 30.5789,0.5855 - ~2.6912,1.3273 - 
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Figure 1: Single-input /multiple output systems 

Figure 2: Blind adaptive equalizer with diversity 
combining. 

Figure 3: Comparison of the SOSA, the MSOSA, 
and the CMA when S N R  = 20db, 500 symbol eye 
patterns of (a) the SOSA, (b) the MSOSA, and (c) 
the orthogonal FS-CMA after 500 iterations, and 
the convergence of the IS1 for the three algorithms 
respectively. 
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