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ABSTRACT 
!The Soft-Output Viterbi Algorithm (SOVA) and the log- 
Mazimum Aposterior Probability (log-MAP) algorithm aw 
wmmonly used in turbo decoding. In this paper, we pro- 
pose to modi& the sliding window MAP-algorithm in [5]to 
d u c e  the computational delay even further. We wmpare 
the simulation performance of this low latency log-MAP 
algorithm with the sliding window log-MAP. We also esti- 
mate the VLSI implementation wmplezities of the SOVA, 
the log-MAP and the proposed low latency lopMAP. 

1. INTRODUCTION 
In turbo decoding, two algorithms have been commonly 
used, the SOVA [2],[3] and the MAP algorithm. In imple- 
mentations, the SOVA is preferred because it is less com- 
plex when compared to the original MAP. Various approx- 
imations [4] have been developed such as the log-MAP to 
overcome the implementation problems of the MAP. The 
log-MAP uses the max. operation [5] to update the path 
metria unlike the Viterbi Algorithm in which the max o p  
eration is used. In additive white Gawian noise(AWGN) 
channels, the log-MAP is about 0.5dB better than the 
SOVA at low S N R  (See Figure 2). On fading channels 
it has been shown [e] that the log-MAP outperforms the 
normalized SOVA [3] by about 2-3dB. A sliding window 
log-MAP algorithm that reduces latency and, hence, the 
path metric storage requirements has been proposed in 
[5 ] ,  [7]. The increased complexity of the log-MAP may be 
justiied for fading channels or AWGN channels at very 
low SNR. However, a comparison of the VLSI implemen- 
tation complexity of the SOVA and the log-MAP is not 
a d a b l e  in the literature. 

2. IMPLQVlENTATIONCOMPLEXKW 
We compared the VLSI implementation complexities of 
the SOVA and the log-MAP 80 as to allow system design- 
em to make a fair tradeoff between performance and com- 
plexity. Based on a description of the computational mod- 
ules in a hardware description language, we performed 
standard cell synthesis followed by automatic layout to 
estimate the relative VLSI complexities. This was done 
for both parallel and serial state implementations. Re- 
sults showed that a parallel state implementation of one 
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turbo-decoding iteration using the log-MAP was about 3 
times more expensive in terms of silicon area when com- 
pared with the SOVA. A serial state implementation of 
the log-MAP was shown to be about 1.3 times that of the 
SOVA (See Table 1). It should he pointed out that mul- 
tiple turbo iterations can be performed either by reusing 
the single-turbwiteration hardware or by cascading mul- 
tiple such hardware units. 

One of the critical components in iterative decoding 
is the delay in decoding. The decoding delay is made up 
of computation delay and interleaver delay [SI. In small 
frame applications [6], [SI (such as for speech) the compu- 
tation latency can be a significant fraction of the decoding 
delay. We modified the algorithm in [5] to reduce the com- 
putational delay. We used the property that during the 
acquisition process (see Figure l(a)), we are interested 
only in the path metries at the end of the acquisition 
phase (i.e. when the path metric values are reliable). We 
applied a look-ahead like transformation (see Figure l(b)) 
to nearly halve the computation latency. We refer to this 
algorithm as the low-latency log-MAP. An approximation 
is used to reduce the VLSI implementation complexity of 
this algorithm (for details of the approximation see 14). 
This approximation le& to almost no loss in performance 
(See the SNR vs. BER plot in Figure 2). A comparison of 
the VLSI implementation complexities of the approximate 
low-latency log-MAP was made with the log-MAP (See [l] 
for details of the architectures used in each case). Again, 
synthesis and automatic layout was performed starting 
from a HDL description. Results showed that a paral- 
lel state implementation of the approximate low-latency 
log-MAP WBS about 1.5 times as expensive in terms of sil- 
icon area as the log-MAP. The complexity of a serial state 
implementation of one turbo decoder iteration of the a p  
proximate low-latency log-MAP was about the same as 
the log-MAP. The VLSI implementation results are sum- 
marized in Table 1. The computational latency was shown 
to be reduced by about 40%. The total latency was re- 
duced by about 12.5% (for an interleaver size of I=256 
[6]). For all comparisons the standard 16-state rate 1/2 
turbo code in [D] waa used. 

3. CONCLUSION 
We can conclude that improved performance (which comes 
at the cost of increased complexity) is obtained by using 
the log-MAP. We attempted to quantify this increase in 
VLSI implementation complexity to enable the appropri- 
ate choice of algorithm for a particular application. In 
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C A l p - I T E R , p  Alp-1TER.a 

(mm') 
22.78 

MAP 68.13 
LL-MAP 100.21 12.66 

Table 1: Summary of Area Estimates using Synthesis at 
0.8~ for one iteration of the SOVA, Log-MAP and Low- 
Latency Log-MAP 

practice, the nature of the channel (AWGN or fading) has 
to be taken into account while choosing between SOVA 
and log-MAP. Amongst log-MAP algorithms, if computk 
tional delay is a critical parameter (for example in speech 
applications large delays cannot be tolerated), then the 
approximate low latency MAP algorithm that we pro- 
posed should be used. In particular, when the frame size 
is small (for eg. 256), our algorithm reduces the overall 
latency by 12.5% when compared with the algorithm in 
[5] at almost no cat in terms of BER (See [l) for details). 
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Figure 1: (a) Evolution in time of the original log-MAP 
algorithm (b) Evolution in time of the modified log-MAP 
algorithm 
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Figore 2: Comparative performance of SOVA, log-MAP 
and modified log-MAP 
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