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Joint Optimal Power Control and Beamforming
In Wireless Networks Using Antenna Arrays

Farrokh Rashid-Farrokhiviember, IEEE Leandros Tassiulagember, IEEE and K. J. Ray LiuSenior Member, IEEE

Abstract—The interference reduction capability of antenna a set of cochannel links, such as a set of cochannel uplinks in a
arrays and the power control algorithms have been considered cellular network, where only receivers employ antenna arrays.
Separately as means to increase the capaCIty in wireless commu-An algorithm is provided for Computing the transmission

nication networks. The minimum variance distortionless response dthe b f . iaht t h that a t t
beamformer maximizes the signal-to-interference-and-noise ratio powers an € beamiorming weight vectors, suc atatarge

(SINR) when it is employed in the receiver of a wireless link. Ina SINR is achieved for each link (if it is achievable) with
system with omnidirectional antennas, power control algorithms minimal transmission power. The algorithm is decentralized

are used to maximize SINR as well. In this paper, we consider a and amenable to a distributed implementation. It operates as
system with beamforming capabilities in the receiver, and power follows. For a fixed power allocation, each base station max-

control. An iterative algorithm is proposed to jointly update .. h ) h .. . di ionl
the transmission powers and the beamformer weights so that it IMizes the SINR using the minimum variance distortionless

converges to the jointly optimal beamforming and transmission response (MVDR) beamformer. Next, the mobile powers are

power vector. The algorithm is distributed and uses only local updated to reduce the cochannel interference. This operation is
!n;erfera]renceh me%suremer)ts. In an upllbnk_transmlssm:jn_ sc%r(ujar_m, done iteratively until the vector of transmitter powers and the
it Is shown how base aSS|gnment can pbe |ncorporate In addition . ] ..

to beamforming and power control, such that a globally optimum Wellght coefficients of the beamformers converge to the jomtly
solution is obtained. The network capacity and the saving in optimal value. For the case that each transmitter can select its

mobile power are evaluated through numerical study. base station among a set of possible options, the algorithm
Index Terms—Adaptive beamforming, power control, space- easily extends to find the joint optimum power, base station,

division multiple access. and beamforming. .
The application of antenna arrays has been proposed in

[1] to increase the network capacity in code-division multiple
. INTRODUCTION access (CDMA) systems. This paper assumed equal received
OCHANNEL interference is one of the main impairpower from all users in a cell. In [2]-[5], centralized power
ments that degrades the performance of a wireless lirdantrol schemes have been proposed to balance the carrier-
Power control and antenna array beamforming are two ap-interference ratio (CIR) or maximize the minimum CIR in
proaches for improving the performance in wireless networkdl links. Those algorithms need global information about all
by appropriately controlling the cochannel interference. link gains and powers. The distributed power control algorithm
In power control, the transmitter powers are constantlyhich uses only local measurements of SINR was presented in
adjusted. They are increased if the signal-to-interference-afil—[9]. In [10] and [12], the combined base station assignment
noise ratio (SINR) is low and are decreased if the SINR is highnd power allocation were used to increase uplink capacity
This improves the quality of weak links. Receivers employing wireless communication networks. In those papers, it was
antenna arrays adjust their beam patterns such that they hstvewn that if there exists at least one feasible base station
fixed gain toward the directions of their transmitters, while th&ssignment, the proposed algorithms will find the jointly
aggregate interference power is minimized at their output. optimal base station assignment and power allocation in the
Previous work, discussed later in more detail, addresses #aise that the transmitted power is minimized for each mobile.
problems of power control for optimal interference balancing This paper is organized as follows. In Section II, we describe
and beamforming separately. In this paper, we consider tiie system model and existing power control algorithms.
joint problem of power control and beamforming. We considesection Il considers the beamforming problem in a network
Paper approved by R. A. Valenzuela, the Editor for Transmission SysteRg users. _In SeCtlon_ IY' we consider power allocatlpn and
of the IEEE Communications Society. Manuscript received July 25, 1998eamforming as a joint problem and present an iterative
_revise(ti é)ctﬁbtt%_r 29|, S19_97 ancli: Ma(rjd; 30,Nl$>l9i- Th(ijs '\\lll\:gg‘lév?;g?unpgﬁargorithm for the joint problem which converges to the optimal
Ilill.sttri)grrl.stl écieiégnlilouncdlggg(: Czl;%nESRI’ORward. T\;\Vias‘rpaper was pres:rrl]tedgﬂlL'tion’ so that the allocated powers are minimum among
part at GLOBECOM'96-1996 IEEE Global Telecommunications Conferenc@ll sets of feasible power allocations. In Section V, we
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Fig. 1. A pair of cochannel links, and 7, is depicted.
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is, to adjust the power vectdP such that (2) is satisfied.
This problem has been studied extensively recently [2]-[12].
Given thatF is irreducible, it is known by Perron—Frobenius
theorem that the maximum value f for which there exists

a positiveP such that (2) is satisfied is/p(F'), wherep(F)

is the spectral radius @ [13]. According to this theorem, the
power vector that satisfies (2) is the eigenvector corresponding
to p(F) and is positive. Now, we will consider thermal noise at
the receivers. The SINR at tlith receiver is then expressed as

_ Gl
Z G;i P+ N;
J#i
where IV; is the noise power at thi&h receiver. The require-

%

antenna arrays at the base stations significantly increases it for acceptable link quality is again
network capacity and/or the speed of convergence of the

power control algorithm compared to the case where we use

omnidirectional antennas.

[I. SYSTEM MODEL AND POWER CONTROL PROBLEM

i >v,1<¢<M
or, in matrix form,

[I—%F]P >u 3)

A set of M transmitter—receiver pairs which share the samgherelis an} x M identity matrix, andu is an element-wise
channel is considered. The shared channel could be a fe@sitive vector with elements; defined as

guency band in frequency-division multiple access (FDMA), ‘
a time slot in time-division multiple access (TDMA), or even i G

_ YolV;

,1<i< M.

k22

CDMA spreading codes. The link gain between transmiterrye giNR thresholdy, is achievable if there exists at least

and receivey is denoted by¥;;, and theith transmitter power

one solution vecto® that satisfies (3). The power control

by P;. For an isotropic antenna with unity gain in all directionspromem is defined as follows:

the signal power received at receiviefrom transmitterj is

G;;P;, as illustrated in Fig. 1. It is assumed that transmitter
1 communicates with receiver Hence, the desired signal at
receiveri is equal toG;; F;, while the interfering signal power

from other transmitters to receiveis I; = >, G;:.P;. If we

neglect thermal noise, the CIR at thtl receiver is given by 1/

Gy P
I''=—/——.
> Gl
J#
The quality of the link from transmittei to receiverj

minimize ZR
subjectto [I — v F]P > u.

It can be shown that, if the spectral radiusbfis less than
the matrixI — o F is invertible and positive [13]. In

this case, the power vector
P=[I-F 'u @)

solves the optimization problem.
A centralized power control algorithm [4], [5] solves (4)

depends solely of;. The quality is acceptable If; is above py requiring all link gains in the network, and noise levels

a certain thresholdy, the minimum protection ratio The 4; receivers. In [6]-[8], a decentralized solution to the power

minimum protectipn ratio.is deter_mined based on the signaling ntrol problem is proposed that solves (4) by performing the
scheme and the link quality requirements (target bit error rat‘f'éllowing iterations:

Hence, for acceptable link quality,
G P

n+1 Y0 n _
>, (1) Pt = | DGl + N | = - )
Z Gﬂ})] i\ i i
J#i whereP} is theith mobile power at theth iteration step. The
In matrix form, (1) can be written as follows: right-hand side of (5) is a function of the interference atithe
P > 1 FP 2 receiver, denoted by;, as well as the link gain between each

receiver and its transmitteiG{;). That is, there is no need

to know all the existing path gains and transmitter powers
in order to update the powers. At each iteration, transmitters
update their powers based on the interference measured at
the receivers and the link gain between each transmitter and
ij‘, e . . . . .

—— >0 if j#i. its own receiver. The link gain can be measured from the
Gii information sent in the control channel. It has been shown
The objective of a power control scheme is to maintain the [6]-[8] that, starting from any arbitrary power vector, this
link quality by keeping the CIR above the threshalgl that iteration converges to the optimal solutidh

whereP = [Py, P», ..., Py]7 is the power vector, anff is
a nonnegative matrix defined as
0 if j =14
[Flij =
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Fig. 2. Antenna array and beamformer.

[v1(0), v3(6), ---, v™(0)], where v*(6) is the response of

the kth antenna element at the directish We consider
multipath channels with negligible delay spreads. That is, the
propagation delay in different paths is much smaller than a
fraction of a symbol. Also, we assume slow fading channels
in which the channel response can be assumed constant over
several symbol intervals. Under the above assumptions, the
received vector at thé&h array can be written as

M L
xi(t) = Y VPG Y v (005t - 1) + mi(h)
j=1 =1

wheres;(¢) is the message signal transmitted from fiteuser,

- 7; is the corresponding time delay;(¢) is the thermal noise
;&Imederence vec_tor at the input of antenna array at thh receiver, and
e P; is the power of thgith transmitterv;(¢;) is the response
of the jth receiver array to the directiofy. The attenuation
due to shadowing in th&h path is denoted by}i. Define the

K x1 vectora;;, called thespatial signatureor array response
[Il. ANTENNA ARRAY AND BEAMFORMING of the ith antenna array to thgh source, as

C
Interﬂerence

Fig. 3. Sample antenna array pattern.

An adaptive antenna array consists of a set of antennas, L
designed to receive signals radiating from some specific di- ay; = Zaéivj(el). (6)
rections and attenuate signals radiating from other directions =1
of no interest. The outputs of array elements are weightggla received signal at theh receiver is given by
and added by a beamformer, as shown in Fig. 2, to produce a u
directed main beam and adjustable nulls. In order to reject
the interference, the beamformer has to place its nulls in xi(t) = Z VPiGjiajisi(t = 7j) +ni?). (7)
the directions of sources of interference, and steer to the =t
direction of the target signal by maintaining constant gaim nonspread spectrum systems, the transmitted signal is given
at this direction. A sample antenna array pattern, which lixy
depicted in Fig. 3, shows this effect.
Now, consider a cochannel set consistinghéftransmitter si(t) = Z bi(n)g(t —nT)
and receiver pairs, and assume antenna arrays Kithle- "
ments are used at the receivers. Denote the array respombered;(n) is theith user information bit stream andt) is
to the direction of arrivald by v(f) defined asv(f) = the pulse-shaping filter impulse response. It has been shown
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that the output of a matched filter sampled at the symb®dhe goal of beamforming is to find a weight vectas that
intervals is a sufficient statistic for the estimation of theninimizes the interferencé subject tow!’a;; = 1. It can be
transmitted signal [18]. The matched filter is givenddy—¢). shown that the unique solution to this problem is given by [15]
The output of the matched filter is sampledt at n7" (Fig. 2) >l
w; = —m " (12)

x;(n) = xi(t) * g (—=t)|t=n1- ~aferla,’

Hence, the received signal at the output of the matched fitEhe antenna gain for the signal of interest is unity. As a result,

is given by the desired signal is unaffected by beamforming. The SINR at
the ith receiver is then given by
M
XZ(TL) = Z \/PjGjiajibj(n) + IIZ(TL) ;= PZG”ag@fnla” (13)
j=1

In a spread spectrum system, the message signal is given by
wheren;(n) = n;(t) * ¢*(—t)|;—»r. Consider the problem of
beamfonsniZ\g as(tg magdm)i'ze the SINR for a specific link, si(t) = Zbi(”)ci(t_ nT)
which is equivalent to minimizing the interference at the "
receiver of that link. In order to minimize the interferenceyherec(t) is the spreading sequence. The matched filter in
we minimize the variance or average power at the outpatspread spectrum receiver is given 8y—t). The received
of the beamformer subject to maintaining unity gain at thgignal, sampled at the output of the matched filter, is expressed
direction of the desired signal. We can write the output of tH&s
beamformer at théth receiver as

(14)

nT+r;
dAn)= C; t—TLT—Ti F)G'Z
ei(n) = wl'xi(n) yiln) /;4ﬂ4ﬂ ( 2 VRe
wherew; andx;(n) are the beamforming weight vector and
the received signal vector at thh receiver, respectively. The Z bj(m)e; - (t —mT — 7;)a;; +n,(t) | dt.

average output power is given by
We assume the signature sequences of the interfering users

L — Hy . H . . . .
& =EB{wi xi(n)x; (n)wi} appear as mutually uncorrelated noise. The correlation matrix

T

=wiE{x;(n)x(n)}w; of the signal at the output of correlator is then given by [14]
H
= Wi diwi ® @; = E{yi(n)y! (n)}
where®; is the correlation matrix of the received vecto(n). = Z P;Gjazal; + NI+ LP,Gjazajl
If the message signals;(¢) are uncorrelated and zero mean, ji
the correlation matrixd; is given by =&, + LP,Gazall (15)
¢, = ZPjGﬁaﬁaﬂ + NI+ PGyazall where L is the processing gain, aril,, is defined as in (10).
g The optimum beamforming weight vector is similarly given
=®;, + PGyaall (9) by (12), and the maximum signal-to-noise ratio can be written
as follows:
where
I; = LPGyafl @ tay,. (16)
b= Z PjGjiajiaﬂ + NI (10)

Equations (13) and (16) are similar, but the latter includes
the processing gain. For simplicity of notation, henceforth, we
is the correlation matrix of unwanted signals, aivg is the assume the processing gain is absorbel;inTherefore, (13)
noise power at the input of each array element. Combining (@n be used to express the SINR in both cases.

and (9), we obtain the received signal plus interference powern order to calculate the received power for transmiftave

as a function of weight vectow; have to multiply the transmitter power by the antenna power
gain in addition to the propagation path gain, i.e.,

i

ji GjiGa, (Wi, aji)
Here, we use the fact that the gain at the direction of interagbere G, (w;, a;;) = |[wHa;;|?. Then, the maximum SINR
is unity, i.e., wla;; = 1. The first term in (11) is the at theith receiver can be written as

received power from the signal of interest, while the other PG,

terms are related to the interference and noise. That is, the i = N o oo 17
> . . ! GG, i a) P+ N Hgr.
total interference is written as ; 5iGla; (Wi, i) Py + Niw; Wi
JF
I; = E Giiw{agafiw; Py + Nyw/['w;. where it is assumed that the array response to the source

g of interest, given by (6), is known. Knowing the response
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vectorv;(#) and thedirection of arrival (DOA) for the signal The above iteration is similar to the distributed power control
of interest and its multipaths, we can calculate the arraygorithm (see [6]-[9]), in which the link gai€¥;; is replaced
response from (6). In wireless networks, usually, the numbiey the multiplication of the path loss and antenna gain, and
of cochannels and multipath signals is much larger than thife noise power is replaced by the weighted sum of the noise

number of array elements. As a result, conventional DOfowers at the inputs of array elements. Denote the iteration
estimation methods like ESPRIT and MUSIC are not applis (19) as

cable. However, there exist some schemes that can be used to

estimate the array response in nonspread spectrum [16], [17], P" = m“(P"Y).

and spread spectrum systems [14], without the need to estimate

the DOA. Further, as we will see later when we use a trainir§tarting from any initial power vectaP®, the mappingn®

sequence, there is no need to estimate the array responsewill converge to the optimal power vectd,, which is the
fixed point of the mapping, i.elim,,_...,P"* = P, P, =

IV. JOINTLY OPTIMAL POWER CONTROL AND BEAMFORMING m“(P,). The objective in the joint beamforming and power

w

The level of cochannel interference at each receiver depemgstrol problem is to find the beamforming s&t among alll
both on the gain between interfering transmitters and receivefieasible beamforming sets, in such a way tRaf is minimal.
as well as on the level of transmitter powers, i.e., the optimi order to find the optimal solution for the minimization
beamforming vector may vary for different powers. HencgroblemP, we define theith element of the mapping: as
beamforming and power control should be considered jointly.

In the joint power control and beamforming problem, the
objective is to find the optimal weight vector and powef":
allocations such that the SINR threshold is achieved by all B
links, while each transmitter keeps the transmission power at subject to w;7a;; =1, i=1,2 -, M.
the minimum required level to reduce the interference to other (20)
users. The SINR at th&h receiver is given by

5 iGjiGa, (Wi, @ji) 2 Niwi T w;
() = yin § Y- MG W fr) py e

I — P;Gi; In the following, we show that the optimum power allocation
L > GjiGa, (wiyaji) P + NywHw, is the fixed point of mappingn, i.e.,
J#
The optimization problem is defined as

P = m(P).

M The following lemma holds for mapping:.
‘1)1‘}11%) ZB Lemma 1: The fixed point of mappingn and the optimal
o=l . beamforming weight vectors are unique.
subjectto I'; >, i=1,2,---, M (18) Proof: The uniqueness can be shown by a similar ap-
where W = {w, w2, ---, wy} is a set of beamforming proach as in [10]. Assume positive power vect®rsand P*

vectors, andy; is the minimum protection ratio for thiah are the fixed points of the mappings. Without loss of generality,
link. This constraint can be presented in matrix form as ~ assume for théth element of these two vectors the following

relationship holdsfs, > P;. Leto = max(P;/P;) > 1, such

[[-F*P 2 u that oP* > P. We can find an index such thata P} = F;.
where Since bothP andP* are the fixed points of mapping,
0, if j=1 G ) Now H
, N _ (G Ga, (Wi, ai) Nows Hwrs
[F¥ij =\ 2:GiiGa (Wi, aji) 0. otherwise P; = min > ikt o Dy HTT W ZG‘Z‘ -
Gii ji g i
and u¥ is an element-wise positive vector with elements subject to w;7a; =1
defined as GG ( ) Now H
. YilrjiGa (Wi, 844 YidViWi T Wy
, N, whw; < J 7 ELTIPNY » S L G A
ué":%, i=1,2, -, M. = mn Z G aly + G
i J#E
Assume that there is a set of weight vectd®s, for which subject to w;a;; = 1

p(F*) < 1. The matrix I — F* is then invertible and GG (Wi, a30)
P. = [I — F¥]~'u® minimizes the objective function in the <« min Z Jitjitra \Wiy &ji) py

L . . — B} J
optimization problem for the fixed weight vector S&. For N T Gii
any feasiblew, the vectorP,, can be computed as the limit .
of the following iteration: +’YiNiWi w;
e
=Y 7iGiGa, (Wi, aji)Pn n yiNiw; M w;
‘ oy Gii ! Gii subject to w;7a; =1

i=1,2 -, M. (19) =aPr. (21)
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The above contradiction implies that the fixed point of map- Lemma 2: For any two power vectorB; andP, such that
ping m is unique. The optimal weight vectors are given by P; < P, the following holds:

a) m(Pl) < mw(Pl), VW,
W; = argmin Z 7iGiGa, (W“a“)P» + ilNiwi Wi b) m*(P1) < m“(P2), VW,

wi |z Gii ’ Gii c) m(P1) < m(Py).

subject to w;7a; =1,

(i=1,2 -, M). (22) Proof: Point a) holds, since in the mapping, we are

D minimizing the power vecto over all possible weight
Since the solution to the optimal beamforming problem, givarectorsW, b) can be concluded immediately from the fact
by (12), is unique [15], the optimal weight vectors are alspat the coefficients in the mapping® are positive, and)
unique which are denoted by a S8t = {w, ---, wy;}. O can be shown as follows:

Let (P, W) be the power vector and the weight vector "
set which achieve the minimum in (18). In the following, m(Py) = m® (P2).
we present an iterative algorithm for adjustidy and W gince P, < P, from b) we conclude
simultaneously, and we will show that, starting from any X
arbitrary power vector, it converges to the optimal solution m(P2) > m*(Py)
(P, W). The iteration step for obtainingP"*+!, Wn+1)
given P" is as follows.

Algorithm A m(Pa) > m(Py).
1) w?*l is computed at each receivér such that the
cochannel interference is minimized under the constraint of

maintaining constant gain for the direction of interest, i.e.,

and from a),

O
Theorem 2: The sequenc®™, generated by iteration (23)
and initial conditipnPO = 0, converges to the fixed point of
the mappingm, P.
W?J’l — argmin ZGjiGai (Wi, a;;) P + NowFw; Proof: We define two power vector sequend% and

=z P” produced by the mappings andm®, respectively, with
(G=1,2, -, M) zero initial condition. That is,
subject to w;7a; =1 Pt =m(P"), P°=0
and
whereP™ is the power vector updated at the — 1)th step. Pt =m®(Pn), PO = 0.

2) The updated power vectd®"*!, is then obtained by
The power vector sequend®™ is nondecreasing. In order

prtl _ Z 7G5 G, (wf’*l,aﬁ)Pn Fo sho(;/v this,lwe 0b§er\ile_£[hé?1 : m(P%) = u“.’ > '0,
i -~ Gii J ie., P < P! and if P < P7?, Lemma 2 c)implies
e m(P"1) < m(P"™ or P* < P"*l By induction, we
n N (wi T Hwi conclude thaf™ is a nondecreasing sequence.
G We start the mappings: and m® from the same starting

vectorP? = P9 = 0. We can follow the same steps to prove
. . . . . n+1 . . . JaS .
by performing one iteration with the mapplmg"”f+ on the that the sequencP?”, is also nondecreasing. Sind¥ is the

ur

power vectorP™. optimal beamforming set, the sequerigg will converge to
Combining two iteration steps in the algorithm, we obtaithe optimal power vectoP, i.e.,

the power vector update in a single step lim P — P

1m w = .

n—oo

P — min Z 7iGjiGa, (Wiaaji)P]n " yilNiw ! w; By Lemma 2 a) m(P°) < m®(PY) or P! < P;LU and if

2 s Gii Gii P* < P%, by Lemma 2 a)a_nd b), m(P"? < m*(PY) or
) - P+l < P for all n. That is, by induction we may write
subject to w; " a;; =1 (23) pr <P (forn=1,2, ). Hence,P" is a nondecreasing

o sequence and bounded from above By so it has a limit

which is expressed as denoted byP*. Since the mappingn is continuous,P* =
. lim,, 0o P = m(lim,,—.oc P™*) = m(P*). That is, the power

P = m(P). vector P* is the fixed point of the mappinge. It is shown in

the following thatP* = P. Let
Theorem 1: The sequencéP™, W7), (n=1, 2, ---) pro-

duced by the iteration (23), starting from an arbitrary power

e - + H
P?, converges to the optimal paiP, W). b= o ZGﬁGaf (Wi, aji) P} + Niw; " wi o
In order to proveTrheorem 1first we will present a lemma, . g
and then we will show that the theorem holds when the i=1,2--, M

iteration starts from the power vect®° = 0. subject to w;a;; = 1.
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By definition, P* = P. That is, the sequencB™ converges  In order to calculate the optimal weight vector, we need
to the optimal power vectoP. Since the power vector isto estimate the array response from each mobile to its base
converging toP, beamforming vectors are also convergingtation. Assume that, because of estimation errors, the array

to (w;,i=1,---, M) given by response from th#&h mobile to theith base station is estimated
asa;;. Note that there is no need to estimate the array response
. . A iy j, for those terms only appear in the interference
W; = min GiGa (Wi, a;:))P; + NyowHw,; aij, & # J» . . . .
YT W ; 51Ga (Wi 33i) b B measured at each base station. The optimal weight vector is
iven b
i=1,2, -, M. 9 y
. . : . N o tay
The uniqueness of the optimal beamforming weight vectors w; = NH”“—_lzf (27)
impliesw; = w;, (i=1,2,---, M). O a;; ¢y, ais

Proof of Theorem 1:Now we will show that a power vector Replacing®; from (9) or (15), we express the algorithm as
sequence starting from any initial power vector converges

to the optimal power vectol. We consider the sequence

) G;iGo, (Wi, ay;) Nywiw,
' ~ ~ —+1 _ . Je~Ta; vy g K3 (3
Pt = m(P") with the arbitrary initial power vectoP®. P = L i Z 4 P+ —F—

POV — G Gi;
Assume there exists a feasible pal?, W). The power el
vector iteration for this pair is given by .
; Fi(lw; a;[" -1
PZ}+1 = mw(Prz}))v n= 07 17 T (24) e (|WZ a | )
The optimality of W implies thatlim,, .., P}, = P, where subjectto w;7a;; =1 (28)

P is the fixed point of the mapping defined in (24). Assume ) ) ] ] )
Lemma 2 a)implies m(P°) < m?(PY) or f’ll < P,};).Jr{f %! a5 |2 PG

P* < P72, thenm(P") < m*(P%) or P"tt < P i = —H= | -

Hence, by induction, we have ZGﬁPj""’i aji[? + Nilwi|

~ i
P* < P =0,1,--- . . .
S g, 1 5 i Note that in spread spectrum systems, the processing gain is
and sincelim, ... P% = P, we haveP™ < P, (n = alsoincludedil’; andv;. The array response estimation error

0,1, ---). That is, the sequencB” is bounded; therefore, it will change the gain matrix and it may affect the feasibility of
has accumulation points. For any accumulation p#thf the the network if the number of users is close to the maximum
following inequality holds: capacity of the network. It will also degrade the SINR at each
- - link.
PT <P (25) If the array response is not available, or the estimation error
Let the sequencP™ defined by the iteratio” = m(P"~*) islarge, we use a training sequence which is correlated with the

start fromP° = 0. Lemma 2 c)implies m(P°)

< m(P°), desired signal. The weight vector is obtained by minimizing
that is, P! < PL. If P" < P", thenm(P™) < m(P") or the difference of the estimated signal and the training sequence
prtl < prtl By induction, we may write [15]. The minimization problem is defined as
P Slé’", n=0,1,---. w; = argmin E{|d7;—wf{x7;|2}
From Theorem 2it follows that the sequencP converges to and
P; therefore, for the accumulation points, we have E; min = min E{|d; — wPx;[?}.
P =P <P (26) . o o
. ) The solution to the above minimization problem is given by
The inequalities (25) and (26) imply th&t* = P. O [15]
The proofs of Theorems land 2 can be done by the ) .
standard function approach [11]. In practiddgorithm Ais Wi =& p;

implemented a.s fOIIOWS' _ o where the cross correlatiop; is given by
1) The received signal correlation matrix is calculated at

the base statio; = E{x;x}. p: = E{x;dj}.
2) The optimal weight vectorsw;, ¢ = 1,---, N are . L
calculated and the total interference is sent to the mobil'éz.We assume the training sequence is simply chosen as a

3) Mobile updates its power based on the total inten‘erenggpy of the message signal, the cross-correlation veges

and link gain, according to the following iteration: expressed as
Pin+1 _ l{wf{(q)z)wz — 2P,Gyi} pi = v PiGiay;.

Gu
* The optimal weight vector is then given by
where z = 1 for nonspread spectrum systems, and

x = L (the processing gain) in spread spectrum systems. W, = \/PiGﬁcD;laﬁ. (29)
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The above method, known as optimum combining, will result b
in a similar solution as MVDR. It can be shown that the above 0
method also maximizes the SINR. As a result, using the same

approach, we can prove the convergence of the joint power , .
control and optimum combining. However, in this method, m, ’ oM,
there is no need to estimate the array response. The power X /X
control update is given by [20] ’

prtt—prli _ . pn  Zimin 30 0]
¢ ! Fz T 1-— Ei,min ( ) b

2

Therefore, in order to update the transmitted powgf,,;, Fig9-4. A simple degenerate network.

is evaluated at each base station (measured locally) and sent

to the assigned mobile. Knowing its previous transmitted 2y Each mobile finds the optimal base station such that the
power and the target SINR, the mobile will update its powejjiocated power for the next iteration is minimized
according to (30).

GG, (W;H—lv akj)

bi = axg min 4 % ) G, o
V. JOINT POWER CONTROL, BASE STATION e ki &
ASSIGNMENT, AND BEAMFORMING Nt H n
. VilViWi Wy .
So far, we have considered the power control problem + Zé” Y }, i=1,2---,M
for a number of transmitter—receiver pairs with fixed assign- *

ments, which can be used in uplink or downlink in mobile ) ) ) )
communication systems. In the uplink power control problein€reb: is the optimal assignment for mobite
without beamforming, the power allocation and base station3) E&ch mobile updates its transmitted power based on the

assignment can be integrated to attain higher capacity, wHiBimum beamforming and base station assignment

achieving smaller power allocated to each mobile, as it has

been demonstrated in previous studies [10], [12]. Pl = o, Z
In the joint power control and base station assignment, a "z

number of base stations are potential receivers of a mobile

transmitter. Here, the objective is to determine the assignment

of users to base stations which minimizes the allocated mobile G, ’

powers. lterative algorithms that compute the joint optimal

base station and power assignment were proposed in [10] andhe above steps are combined in one iteration, denoted by

+1
Gkbi Gai (W:ZZ ) akbi)
Gip,

Py

. n—l—lH n+1
YilNo, Wi Wy

i=1,2 .

[12]. m;

In an uplink scenario where base stations are equipped with
antenna arrays, the problem of joint power control and beam- . . GriGo. (Wi, Ay,
forming, as v)\:ell as tF)Jase stati0|11 assriJgnment, naturally arisds, = mi(P}) = witds Z . ZC(;,.” kJ)P’?
We will modify Algorithm Ato support base station assignment " el N
as well. The modified algorithm can be summarized as follows. fyiNngwij )

Algorithm B: TG [ i=12-M

1) Each base station in the allowable set of a mobile ) o
minimizes the total interference subject to maintaining unity subject to w;; " a;; = 1. (31)

gain toward the direction of théth mobile
Consider a set of base station assignments By =

{by, ---, bas}. Define theith element of the mapping*:* as
n+1 . 7
Wt = argmin GimGa. (Wi, a;m) P! »
T ; oG ) Pyt =i " (PY)
Grv; Ga, (Wi, , kb, ) on
+NrnWiI{Wi 5 1= 17 27 T, ]\47 m € Bz 17 kz;é: Gibi Pk
VA1
. N, wH wy,
subject to w;%a;, =1 +M}7 i=1,2 -, M
Gip,
where wI! is the optimal beamforming weight vector at subject to w;"a;;, = 1. (32)

the mth base station for théth mobile, andB; is the set
of allowable base stations for thith mobile. The following lemma holds forn and m®:®.
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Fig. 5. Mobile and base stations locations for 400 users. (a) Traditional assignment. (b) Optimal base station and power control. (c) Optimal base

station, beamforming, and power control.

Lemma 3: For any two power vectorB; andP, such that
P; < P, the following holds:

a) ﬁl(Pl) < ﬁlw’B(Pl), \V/W, B;

b) Thw’b(Pl) < Thw’B(Pg), \V/W, B,

c) m(Py) < m(P2).

Similar to the joint beamforming and power control case,
we can show thatheorems Jand2 hold for mapping# and
Algorithm Bconverges to the optimal power allocation starting
from any initial power vector.

In practice, each mobile can be assigned to a set of base
stations, denoted bys; for the ith mobile. At each iteration
all of the base stations in the set will perform beamforming
and the mobile transmitted power for the next iteration is
calculated. The base station assignment or, in other words, the
handoff, is performed by comparing the power requirements
for different base station assignments. The base station with
the least required power will be chosen for the mobile. It
is worthwhile to note that the beamformings at the base
stations are done independently, without the knowledge of
other channel responses.

We have shown that the solution to the joint power control
and beamforming is unique. In the joint problem with base
station assignment, using the same approach asemma
1, we can show that the optimal power allocation is also
unique. However, the optimal base station and beamforming
vectors may not be unique. In practice, the probability of
nonuniqueness is almost zero and, if it happens, it will be
lost by a slight variation in parameters. As a simple example,
consider Fig. 4. Assume mobiles; and m, are assigned
to b; and b,, respectively. In this case, the optimal power
allocation is given byP, = P, = P. Because of symmetry of
the network, the same power vector can achieve the required

signal-to-noise ratio at each link when, is assigned td»
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6 7

andm, is assigned td;. In the latter case, the beamformingig. 6. (a) Total mobile powers versus the iteration number. (b) Total mobile
vectors are different, although the same optimal power vecf§j¥ers versus the number of users.
can be achieved.
threshold results in acceptable bit error rate only in CDMA
systems where there is a processing gain of the order of 128
VI. SIMULATION RESULTS AND COMPARISONS or more. However, the same methodology can be applied to
We evaluate the performance of our algorithm by simulatireny wireless network, such as TDMA and FDMA. In the latter
the same system as in [12]. The quality constraint is considerebses, the interference rejection capability of antenna arrays
to be 0.0304, which is equivalent to SINR efl4 dB. This can be utilized to decrease the reuse distance or support more
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Fig. 7. Mobile and base stations locations. (a) Traditional assignment with 660 mobiles. (b) Optimal base station and power control with 800 mobiles.
(c) Optimal base station, beamforming, and power control with 2800 mobiles.
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than one user with the same time slot or frequency in each cédl.an order of magnitude smaller than that of the previous
Both of these effects will increase the capacity significantlyalgorithms. Furthermore, the convergence of this algorithm
Fig. 5 shows a network with 36 base stations with 400 usdss much faster; it converges in about five iterations in our
randomly distributed in the aref@.5, 6.5] x [0.5, 6.5] with  simulation study.
uniform distribution. The link gain is modeled &%; = 1/d;*j, The capacity of the system is defined as the maximum
where d;; is the distance between bageand mobile j. number of users for which there exists a feasible power vector.
Throughout the simulations, we consider two system setups As the number of users grows, the maximum eigenvalue of
System Setup |, we use omnidirectional antennas; in Systéme gain matrixp(F*) approaches unity and the total sum of
Setup Il, we use antenna array with four elements. mobile power is increased. At the same time, the number of
Fig. 5(a) illustrates the use of System Setup |. Traditionalliterations needed to achieve the convergence is also increased.
the mobiles are assigned to the base stations with the lardasbur simulations, we set a maximum value for the number
path gains, and the mobile powers are obtained by an itef-iterations required for convergence. That is, if the power
ative fixed assignment power control algorithm as given hsector does not converge in 100 iterations, we consider the
(5). In Fig. 6(a), the dash—dot curve shows the total mobitetwork as an infeasible system.
power at each iteration. This algorithm converges in aboutUsing an antenna array with four elements and our algo-
16 iterations. In Fig. 5(b), using the same system setup, ttithm, we can increase the capacity of the network signifi-
base station assignment is done by the jointly optimal basantly. In Fig. 6(b), the total mobile power versus the number
station assignment and power control algorithm, and mobiles users is depicted. Using omnidirectional antennas and the
have the option to select among the four closest base statiposver control algorithm with fixed base assignment, we can
[12]. The total mobile power is depicted in Fig. 6(a). Theolerate, at most, 660 users. In the same configuration, using
dashed curves show that the total power is slightly lesise joint base station assignment and power control algorithm
than that of the first algorithm considered in Fig. 5(a). Thigroposed in [12], we can increase the capacity to 800 users. If
algorithm converges in about 15 iterations. In Fig. 5(c), wee use antenna arrays with four elements, using our algorithm,
use the System Setup I, i.e., the base stations are equippeenetwork can tolerate 2800 users. Fig. 7 illustrates the base
with four-element antenna arrays. We apply our joint powetation assignments for the above three cases. Fig. 6(b) shows
control, base station assignment, and beamforming algoritithat, for a fixed number of users in our system, the total
to the same configuration of users as in Fig. 5(a) and (lmhobile power is an order of magnitude less than that of a
The solid curve in Fig. 6(a) shows that the total mobile powgower-controlled network with omnidirectional antennas.
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TABLE | Technol.,vol. 43, pp. 691-698, Aug. 1994.
MaxiMuMm NuUMBER OF USERS [2] J. M. Aein, “Power balancing in system employing frequency reuse,”
_ COMSAT Tech. Rewpl. 3, no. 2, pp. 272-299, Fall 1973.

System setup Maximum number of users [3] R. W. Nettleton and H. Alavi, “Power control for spread spectrum

Fixed power 30 cellular mobile radio system,” iRroc. IEEE Vehicular Technology Conf.
Fixed power and beamforming 90 (VTC'83), 1983, pp. 242-246.

Power control 660 [4] J. Zander, “Performance of optimum transmitter power control in

Power control and base assignment 800 cellular radio systems,JEEE Trans. Veh. Technolvol. 41, pp. 57-62,

Power control and beamforming 2800 Feb. 1992.

[5] S. Grandhi, R. Vijayan, D. J. Goodman, and J. Zander, “Centralized

. . power control for cellular radio systemslEEE Trans. Veh. Technol.,
Table | shows the maximum number of users for different | 42, pp. 466-468, Nov. 1993,

system settings. In the first row of the table, the maximunié] J. Zander, “Distributed cochannel interference control in cellular radio
capacity of the network for a fixed power allocation and thewJ Systems,IEEE Trans. Veh. Technokgl. 41, pp. 305-311, Aug. 1992.

. . S. A. Grandhi, R. Vijayan, and D. J. Goodman, “A distributed algorithm
same target SINR is shown. The capacity of the same network' for power control in cellular radio systems,” Rroc. 30th Allerton Conf.

with fixed power allocations and where each base station uses Communications Control and Computirigonticello, IL, Sept. 1992.

four-element antennas is three times better than that of g G- J. Foschini, “A simple distributed autonomous power control al-
gorithm and its convergencelEEE Trans. Veh. Technolvol. 42, pp.

fixed power network with omnidirectional antennas. However, 41-646, Nov. 1993.
it is significantly less than the capacity of a power-controlled®] D. Mitra, “An asynchronous distributed algorithm for power control in
network cellular radio systems,” ifProc. 4th WINLAB Workshop Third Genera-
’ . . . tion Wireless Information Network4993, pp. 249-259.
It has been observed in [12] that the integration of bas$en] R. Yates and C. Y. Huang, “Integrated power control and base station

station assignment and power control significantly increases iggignmem'"'EEE Trans. Veh. Technolyol. 44, pp. 638-644, Aug.
the local capacity, i.e., handling more users when we hqul"i‘] R. Yétes, “A framework for uplink power control in cellular radio

hotspot in a network. In order to demonstrate the effectiveness systems,1EEE J. Select. Areas Commuwngl. 13, pp. 1341-1347, Sept.
of our proposed approach, in Fig. 8, 400 users are disperli%ﬂ 1995.

S. V. Hanly, “An algorithm for combined cell-site selection and power
randomly around the network. We then added users rando control to maximize cellular spread spectrum capaciifEE J. Select.

in the local area of3.5, 4.5] x [3.5, 4.5]. When we add 22 Areas Communyol. 13, pp. 1332-1340, Sept. 1995,

users to the System Setup I, the traditional fixed base statioh! Eégé Gantmachefthe Theory of Matricesjol. 2. New York: Chelsea,

assignment reaches its limit. Using the power allocation angh] B. Suard, A. Naguib, G. Xu, and A. Paulraj, “Performance analysis of
base station assignment []_2] and the same system setup, whenCDMA mobile communication systems using antenna array Prioc.

- ICASSP’93 Minneapolis, MN, Apr. 1993, vol. IV, pp. 153-156.
we add 57 users, we get overload. Using System Setup I aﬁgj R. A. Monzingo and T. W. Miller,Introduction to Adaptive Arrays.

our method, we can add 150 users prior to overload. New York: Wiley, 1980.

In summary, when we have the same configuration of usef] G. Xu, Y. Cho, A. Paulraj, and T. Kailath, “Maximum likelihood
h f adapti t in the b tati d detection of co-channel communication signals via exploitation of
the use of adaptive antenna arrays In the base stations and our gpatia| diversity,” inProc. 26th Asilomar Conf. Signals, Systems, and

algorithm significantly reduce the mobile power by almost an  ComputersPacific Grove, CA, Oct. 1992, vol. 2, pp. 1142-1146.

order of magnitude, which is very critical in terms of batteryt?] B: Ottersten, R. Roy, and T. Kailath, "Signal waveform estimation in
. . . . sensor array processing,” Rroc. 23rd Asilomar Conf. Signals, Systems,
life in mobile sets. Secondly, it provides faster convergence and computersPacific Grove, CA, Nov. 1989, vol. 2, pp. 787—791.

compared to the existing power control algorithms, and thirél8] iég%' Proakis,Digital Communications. New York: McGraw-Hill,
it can increase the capacity of systems significantly. [19] F. Rashid-Farrokhi, L. Tassiulas, and K. J. R. Liu, “Joint optimal power
control and beamforming for wireless networks with antenna arrays,”
VIl. CONCLUSION in Proc. IEEE Global Telecommunications Conf. (GLOBECOM'96),
London, U.K., Nov. 1996, pp. |-555-I1-559.
We have introduced the consideration of joint optimal beaniR0] F. Rashid-Farrokhi, K. J. R. Liu, and L. Tassiulas, “Transmit and receive

forming and power control. We provided an iterative algorithm diversity and equalization in wireless r_1etworks with fading channels,”
L . . . resented at GLOBECOM'97, Phoenix, AZ, Nov. 1997, vol. 3, pp.

amenable to distributed implementation which converges to 2193_1198, PP

the optimal beamforming and power allocations if there exists

at least one solution to the joint problem. An enhancement

of the algorithm that makes it appropriate for joint power

control and base assignment as well as beamforming was also

considered.

For performance evaluation of our algorithm, a notio
of capacity was considered to be the maximum number
transmitters for which there exists a feasible power vectc
It has been shown that, by using antenna arrays at the b _ _ , s, 19
stations, the algorithm will improve the capacity of networks t el all in electrical engineering. o
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