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Abstract—In the future, many multicast services will take place
in the wireless domain. However, before these services can success-
fully be deployed, security infrastructures must be developed that
manage the keys needed to provide access control to content. In
this paper, we present a method for designing multicast key man-
agement trees that are suitable for mobile wireless environments.
By matching the key management tree to the cellular network
topology, the total communication burden is reduced by 33%-45%
compared to using the traditional key management trees that are
independent of the topology.

I. I NTRODUCTION

The advancements in wireless technologies promise to free
users from the confines of static communication networks.
Users will be able to work, shop, and be entertained from any-
where at anytime. There has also been significant progress in
both the technology underlying multicast networking as well as
the deployment of applications utilizing multicast technologies.
Already there are services using multicast which stream stock
quotes, and provide video and audio on demand. It is reason-
able to forecast that consumers will desire to have a similar suite
of applications running on their portable devices, especially as
technologies such as 3G are successfully installed.

These applications will require mechanisms to provide ac-
cess control to multicast content. Access control is typically
provided through encryption, which requires the maintenance
and distribution of keying information. A popular class of mul-
ticast key management schemes are those that employ a tree
hierarchy for maintenance of keying material[1][2][3]. These
schemes focus entirely on the problem of dynamic member-
ship, where users join or leave the multicast service. Tree-based
schemes tend to have desirable usage of computation, commu-
nication, and storage resources for the user and the group con-
troller. They do not, however, consider issues related to the de-
livery of rekeying messages, and do not consider the underlying
network topology.

In this paper, we propose a method for designing the mul-
ticast key management tree for a group of mobile users in a
cellular network. By matching the key management tree to the
network topology, we reduce the communication burden asso-
ciated with rekeying. In Section II, we introduce the concept of
matching the key tree to the network topology and motivate the
reduction of the communication burden of the rekeying mes-
sages. In mobile environments, the user will subscribe to a
multicast service under an initial host agent, and through the
course of his service move to different cells and undergohand-
off to different base stations. Although the user has moved, he

maintains his subscription to the multicast group. Therefore, it
is important to address issues arising from user relocation for
the topology matching key management tree. In Section III, we
present a handoff scheme that is suitable for topology matching
key management trees. We describe, in Section IV, a tree struc-
ture that can easily adapt to changes in the number of users,
and can be used to build a key tree that matches the network
topology. We then describe how to choose the parameters that
optimize the tree. Finally, simulation results are presented in
Section VI and conclusions are described in Section VII.

II. TOPOLOGY-MATCHING KEY MANAGEMENT TREE

In this section, the basic ideas of the Topology Matching Key
Management scheme are introduced. Access control for multi-
cast application typically employs a tree of encryption keys that
are used to update and maintain a key, known as thesession key,
that is shared by all group members[1][2][3]. In such schemes,
when a user leaves the service, it is necessary to change keys
associated with the departing member in order to prevent him
from accessing future group data. Similarly, when a user joins,
it is necessary to update keys in order to prevent a joining user
from accessing past content. In tree-based multicast key man-
agement schemes, most rekeying messages are only useful to a
subset of users, who are always neighbors on the key manage-
ment tree. For example, Figure 1 shows a key management tree
with 16 users. Assume user 1 is leaving, then 5 messages need
to be sent to updateK111, K11, K1, Kε andKs respectively.
The 1st message, used to updateK111, is only useful to user 2.
The 2nd message is only useful to user 2,3, and 4. Similarly,
the 3rd message is only useful to user 2,3,4,· · ·,7. The 4th and
the 5th messages are useful to all users [3]. Therefore, rekeying
messages do not have to be sent to every user.

We design a key management tree that matches the network
topology in such a way that the neighbors on the key tree are
also physical neighbors on the network. Additionally, by deliv-
ering the rekeying messages only to the users who need them,
we may take advantage of the fact that the key tree matches the
network topology, and localize the delivery of rekeying mes-
sages to small regions of the network. This lessens the amount
of traffic crossing portions of the network that do not have users
who need to be rekeyed. In order to accomplish this, it is neces-
sary to have the assistance of entities that control the rekeying
message transmission, such as the BS’s in cellular wireless net-
work.

A cellular network model, proposed in [4], consists of mobile
users, base stations (BS) and supervisor hosts (SH) (Figure 2).
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Fig. 1. A typical Key Management Tree

SH handle most of the routing and protocol details for mobile
users, and is part of the wired network. In this work, we assume
that there is only one SH responsible for administering the BS’s,
and for managing the keys necessary to protect the multicast
communications. It is also assumed that users are uniformly
distributed under the BS’s, and the number of users is large.
The users under one BS can be looked at as a subgroup, and we
assume that a BS knows whether a rekeying message is needed
by its subgroup. Therefore, a rekeying message is first multicast
to all BS’s by the SH through wired connections, then the BS’s
broadcast this message if it is useful to their subgroups. By
doing this, we only send rekeying messages to the subgroup(s)
needing the message, instead of to all users.

Based on the discussion above, we design a key management
tree that matches that network topology in two steps:

1) Design a subtree for the users under each BS. Those sub-
trees are calleduser-subtrees.

2) Design a subtree which governs the key hierarchy be-
tween the BS’s and the SH and shall be calledBS-subtree.

Since the combined key management tree depends on the net-
work structure, we call it a Topology-Matching Key Manage-
ment (TMKM) tree. For example, the tree shown in Figure 1 is
a TMKM tree for the network topology shown in Figure 2.

Traditional key management trees[1][2][3] are independent
of the network structure, and we call them Topology Indepen-
dent Key Management(TIKM) trees. When using a TIKM tree,
rekeying messages are sent to every user, i.e. broadcast by all
BS’s. When using a TMKM tree, rekeying messages are broad-
cast by only a subset of BS’s. LetS1 denote the number of
the messages multicast to the BS’s, andS2 denote the number
of the messages broadcast by the BS’s. For example, if one
message is multicast to all BS’s and then broadcast by2 BS’s,
thenS1 = 1 andS2 = 2. The measurement of communication
burden, wire-line costCwire, wireless costCwireless, and total
costCT , are defined as:

Cwire = E[S1] ; Cwireless = E[S2]
CT = γ · Cwireless + (1− γ) · Cwire

whereγ (0 ≤ γ ≤ 1) is the wireless weight, which indicates the
importance of considering the wireless cost. Given the wireless
weight, both the TMKM and TIKM trees should be designed to
minimize the total communication cost,CT .
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Fig. 2. A Cellular Network Model

III. H AND-OFF SCHEMES FORTMKM TREES

In the wireless scenario, the multicast hand-off problem usu-
ally refers to issues of data flow, in which packets are lost or du-
plicated as users move from cell to cell. When using the TMKM
tree, the hand-off problem involves not only data flow, but also
key management. Since the TMKM tree depends on the net-
work structure, when a user moves from one cell to another cell,
the user needs to be moved from one branch to another branch
of the TMKM tree. Moving users on the tree causes extra com-
munication, which is the major drawback of the TMKM tree.
In the sequel, the expressionhand-off schemeonly refers to the
process of moving a user on the TMKM tree. In this section,
we analyze the hand-off problem and then propose an efficient
hand-off scheme for the TMKM tree.

In most cases, mobile devices with one transceiver can only
establish communication to one BS. In this work, we do not as-
sume that a user only gets messages from one BS at a time, but
that users may exchange information amongst themselves (per-
haps, to collude in hopes of compromising other users’ keys).
The proposed hand-off scheme guarantees security even if users
can listen to the communication of any cell at any time.

First of all, let’s explain a simple solution. When a userα
moves from celli to cell j, we need to:

1) Update the set of keys userα previously had using a reg-
ular member leave procedure, e.g.[3]. This operation is
later referred to as “remove userα from cell i”.

2) Choose a branch of the subtree under BSj, where the
users will be placed, and perform a member join opera-
tion, e.g.[3], to update the necessary keys. This operation
is later referred to as “add userα to cell j ”.

This scheme is not practical for mobile network with frequent
hand-offs because the extra communication cost is too high. In-
stead, by allowing a user to have more than one set of valid keys
when he stays in the service and update all of his keys when he
leaves the multicast service, an efficient hand-off scheme is de-
signed as:

(A) When userα moves from celli to cell j:
1) α is put on the WTBR (wait to be removed) list of celli.

Each BS has a WTBR list stored at the SH.
2) Choose a branch of the subtree under cellj, which was

most recently updated at timeT0 due to other users’ leav-
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ing. LetT1 denote the time whenα joined the multicast
service. IfT1 is earlier thanT0, a set of keys associated
with this branch needs to be updated using the general
user join procedure. IfT1 is later thanT0, no update is
needed.

3) The set of keys for that branch is sent toα through a uni-
cast channel.

(B) When userα leave the multicast service from cellj:
1) Cellj, and all the cells whose WTBR lists containα need

to update the corresponding keys. Updating those keys
together is more efficient than individually.

2) Check the WTBR list of cellj and find all the users who
previously belonged to the same branch asα does. Those
users are removed from the WTBR list without any extra
cost.

3) Check other WTBR lists containingα and find all users
previously belonging to the same branch asα previously
did. Those users are removed from the WTBR lists with-
out extra cost.

4) Removeα from all WTBR lists.

Since more than one set of keys may be updated when a user
leaves, handoff results in extra communication cost, which will
be calculated in Section V.

IV. K EY MANAGEMENT SUBTREE DESIGN

In this section, we discuss the design of theuser-subtreesfor
the users under one BS. Many key management trees have been
proposed that attempt to minimize the rekeying message size
when a user joins/leaves the multicast service. However, only
a few papers [5] have addressed the problem of maintaining
the desired properties of the tree, such as small rekeying mes-
sage size, after users join/leave. Based on the user join/leave
procedure described in [3], we designed an(a, L,x)-logic tree
(Figure 3), which maintains the tree structure all the time and
can be optimized based on the statistics of the number of users.

The(a, L,x)-logic tree hasL+1 levels. The upper L levels,
which is a symmetric subtree with degreea, are fixed during
the multicast service. The(L + 1)th level changes when users
join/leave. Users are attached to the upper nodes randomly. We
use a vectorx to describe this level, wherexi is the number of
users attached to theith node,i = 1, 2, · · · , aL. For example, in
Figure 3,x = [4, 2, 3, 3, 2, 4, 3, 3, 3]. This (a, L,x)-logic tree,
which we call the ALX tree, maintains the tree structure when
users join/leave.

Next, we will analyze the performance of the ALX tree by
comparing it with fixed degree trees. The performance criteria
is the expected value of the rekeying message size. To simplify
the analysis, the following assumptions are made:

1) The user’s arrival process is Poisson with rateλ.
2) The period of time a user stays in the multicast service,

referred to as the service time, is an exponential random
variable with mean1/µ.

Base Station

Fig. 3. ALX Tree

3) {xi}, i = 1, 2, · · · , aL are i.i.d. Users’ join/leave behav-
ior are independent of each other.

Letk denote the number of users in the multicast service. Based
on the first two assumptions,k is governed by a Poisson random
variableK with rateθ i.e. p(k) = θk

k! e
−θ, whereθ = λ/µ.

We can show that the communication cost of the ALX tree,
Calx, is:

Calx = E

[
rekeying message size sent for a
ALX tree with parametersa, L

]

=

( ∞∑

k=1

p(k) · k · ( k

aL
− 1 + aL)

)
· µ (1)

Then, the optimization problem can be defined as:

C̃alx = min
a,L

Calx , wherea, L are positive integers.

We can also derive the performance lower bound for the key
management trees with fixed degreen as:

Cfix = E

[
rekeying message size sent

for a tree with degree n

]

>
∞∑

k=1

p(k) · k · µ · (nlogn(k)− 1)

This bound cannot be achieved by a fixed degree tree, and is
used as a reference to evaluate the ALX tree. LetC̃fix =
minn Cfix. In Figure 4,C̃fix andC̃alx are compared for dif-
ferent user join rates,λ. We can see that the optimized commu-
nication costC̃alx for the ALX tree is very close to the lower
bound for the communication cost of a fixed degree tree. In this
paper, ALX tree structure is also used to design theBS-subtrees,
and TIKM trees.

V. TMKM TREE DESIGN AND OPTIMIZATION

In this section, we derive the communication cost for the
TMKM tree, and describe the procedure for designing the
TMKM tree. We first define several variables. The random
variableK denotes the number of users in the multicast ser-
vice, andp(k) denotes the pmf ofK. The random variableI
denotes the number of WTBR lists that contain a user when
he leaves, and the pmf isph(i), i = 1, 2, ..., nbs andnbs is the
number of base stations.a andL are the degree and the level
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of the user-subtrees.abs, Lbs is the degree and the level of the
BS-subtree.γ denotes the wireless weight.

Besides the three assumptions made in Section IV, we also
assume:

1) The number of BS’s is fixed, i.e.nbs is a constant.
2) Users are uniformly distributed under BS’s. Thusa and

L are same for every subgroup.
3) I is independent ofK.
4) Compared to the cost of user-leave, the cost of user-join

can be neglected.
Then, the wireless cost, defined in Section II, is computed as:

Cmkm
wireless =

∞∑

k=1

p(k) · k · µ ·
(

nbs∑

i=1

ph(i) · Twireless

)
,

whereTwireless is the expected value ofS2 givenk users in the
multicast service, 1 user wants to leave and he is oni WTBR
lists. We can show that:

Twireless ≈ (
k/nbs

aL
− 1 + aL) · i + s2 ·B(aLbs

bs , i)

+
Lbs∑

m=1

abs · am
bs · s ·B(aLbs−m

bs , i) ,

wheres = nbs/aLbs

bs , andB(x, y) is the expected number of
non-empty boxes when puttingy items randomly intox boxes
with repetition. Similarly, the wire-line cost is:

Cmkm
wire =

∞∑

k=1

p(k) · k · µ ·
(

nbs∑

i=1

ph(i) · Twire

)
,

where

Twire = (
k/nbs

aL
− 1 + aL) · i + s ·B(aLbs

bs , i)

+
Lbs∑

m=1

abs ·B(aLbs−m
bs , i) .

Then, the total cost is:

Cmkm
T = (1− γ) · Cmkm

wire + γ · Cmkm
wireless

=

(
nbs∑

i=1

ph(i) · i
)

µ · T1 +

( ∞∑

k=1

p(k) · k
)

µ · T2 ,

where,

T1 =
∞∑

k=1

p(k) · k ·
[
k/nbs

aL
− 1 + aL

]

T2 ≈
nbs∑

i=1

ph(i) ·
(

B(aLbs

bs , i)
(
s2γ + s(1− γ)

)

+
Lbs∑

m=1

B(aLbs−m
bs , i) · abs (am

bssγ + 1− γ)

)
.

The TMKM tree needs to be optimized by choosing the param-
etersa, L, abs andLbs, such thatCmkm

T is minimized. Because
T1 is a function ofa andL, andT2 is a function ofabs andLbs,
the optimization problem can be decomposed into two subprob-
lems:

min
a,L,abs,Lbs

Cmkm
T ⇔ min

a,L
T1 and min

abs,Lbs

T2 .

The separability of the optimization problem allows for the
TMKM tree to be designed in two steps:

1) Construct the user-subtrees as a ALX tree using the pa-
rametersa andL which minimizeT1.

2) Construct the BS-subtree as another ALX tree with the
parametersabs andLbs that minimizeT2.

The optimal parameters can be found by performing a search on
possiblea, L, abs, Lbs values, which is feasible since the search
space is small.

VI. SIMULATION RESULTS

In this section, we compare the performance of the TMKM
tree and the TIKM tree by both analysis and simulations. The
system is described as follows:
• Similar to [6], we employ a homogeneous cellular network

that consists of 12 concatenated cells. A ring network is
used to avoid edge effects. We use the mobility model
proposed in [7], whereR is the radius of the cells, and
Vmax is the maximum speed of the mobile users.

• As discussed in Section IV, the user’s arrival process is as-
sumed to be Poisson with rateλ, and the service time is
assumed to be an exponential random variable with mean
1/µ. These assumptions, which have long been used for
cellular mobile telephone service [6][8], may not be accu-
rate for multicast services. The user-join and service time
model of the multicast, referred to as the service model,
should depend on the type of multicast services. For ex-
ample, the service model for movie multicast is different
from that for periodic news multicast. We are not aware of
any such models for multicast service, and for simplicity,
the Poisson model was chosen in our analysis. The advan-
tages of the TMKM tree over the TIKM tree do not seem
to be sensitive to the choice of the service model.

• The wireless part should be assigned a larger weight than
the wire-line part, i.e.γ > 0.5. Since the packet loss
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Fig. 5. (a) The total message size as the function of the wireless
weight. (b) Performance Ratio as a function of the wireless
weight.

rate of wireless transmission is typically higher than wired
transmission, and the number of users under one BS is
greater than the number of BS, it is important to place em-
phasis on the wireless component of the optimization.

• The TIKM tree is designed as an ALX tree. The wire-line
cost,Cikm

wire, can be computed using (1). Then, the wireless
cost is computed as:Cikm

wireless = Cikm
wire × nbs.

• We define theperformance ratioη = Cmkm
T /Cikm

T . η
is less than 1 and represents how much better the TMKM
tree is compared to the TIKM tree. The smaller values of
η correspond to TMKM trees with more advantages over
TIKM trees.

In Figure 5, the TMKM trees are compared with the TIKM trees
for different wireless weights,γ. Figure 5(a) shows the commu-
nication cost of the TMKM tree and the TIKM tree for a given
set of parameters for the users’ mobility and service models.
The performance ratio is shown in Figure 5(b). Three observa-
tions are made. First, the TMKM tree cost is always less than
40% of the TIKM tree cost. Second,η is smaller for the larger
wireless weight. This is because the TMKM tree tends to have
larger wire-line cost and smaller wireless cost than the TIKM
tree. This property can be shown by studying the cost functions
derived in Section IV and V. Third, whenγ = 1, the TMKM
tree cost is as small as 33% of the TIKM tree cost.γ = 1 rep-
resents the cases when the wireless transmission is the bottle
neck.

Figure 6(a) shows both the analysis and the simulation re-
sults of the performance ratioη for different user join rates,λ,
with γ = 2/3. The advantage of the TMKM tree is larger, when
the system contains more users. This property also can be veri-
fied by studying the cost functions derived in previous sections.
Figure 6(b) shows the results for the different maximum speed
of mobile users. As expected, the TMKM tree works better
when the users move slower, which is the situation when less
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Fig. 6. (a) Performance Ratio as a function of user join rate,
(b) Performance Ratio as a function of users’ maximum speed

hand-offs occur.

VII. C ONCLUSION

In this paper, we presented a method for designing the multi-
cast key management tree for the mobile wireless environment.
By matching the key management tree to the cellular network
topology, a reduction in communication burden of the rekeying
messages was observed compared to trees that are independent
of the topology. It was shown that the problem of optimizing
the communication cost for the TMKM tree is separable and
can be solved by considering the wireless and the wire-line con-
tributions separately. Simulations were performed for different
user-join rates and mobile user speeds, and indicated that the
cost of the TMKM tree was approximately 33-45% of the cost
of the TIKM tree.
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