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Abstract

In order to achieve computational efficiency with robust nu-
merical stability, the Householder transformation has been shown
to be one of the best orthogonal factorizations. It is also known
that the Householder transformation outperforms the Givens ro-
tation in numerical stability under finite-precision implementa-
tion, and that it requires fewer arithmetic operations than the
modified Gram-Schmidt does. As a result, the QR decomposi-
tion using the Householder transformation is very promising for
VLS implementation and real-time high throughput modern sig-
nal processing. A recursive complex Householder transformation
with a fast initializing algorithm is presented and its associated
parallel /pipelined architecture is also discussed.

1 Introduction

Mapping QR decomposition algorithms onto systolic arrays has
received considerable attention recently. There are several rea-
sons. One of the reasons is that recent developments in VLSI
technology make it possible to build a multiprocessor system on
a chip. Another reason is that many real-time signal processing
applications require both a high throughput rate and superior
numerical accuracy. Therefore, the combination of numerical
analysis problems and VLSI designs has played an important
role in real-time applications of modern signal processing due to
the increasing use of numerical analysis in these areas. Recently,
many issues such as systolic Cholesky decomposition [11,12), sys-
tolic Givens rotation [4,9,12,14], systolic Modified Givens rota-
tion [8,9,14], systolic-like Modified Gram-Schmidt [15], and vec-
torized systolic block Householder transformation [6,7] have been
reported elsewhere in the literature.

In adaptive array and multichannel applications, the approaches
are generally known as direct sample matrix inversion (SMI). It
is well known that the classical method, the sample matrix in-
version method (SMI), may sometimes lead to undesired numer-
ical characteristics due to ill-conditioned matrices. This means
that an extremely high arithmetic precision is required when em-
ploying the sample matrix inversion method. To alleviate such
roundoff sensitivity caused by the SMI method, the QR decom-
position deserves serious consideration. A family of algorithms
based on the QR decomposition can be employed. These include
the Givens, modified Givens, Householder and modified Gram-
Schmidt orthogonalization techniques.

Recently, the problem of designing algorithms based on the
Householder transformation (HT) and its associated systolic ar-

chitectures has been of great interest [1,3,6,7,10,13]. This is be-
cause the HT generally outperforms the Givens rotation under
finite precision computations [3,6]. It is also true that the House-
holder method requires less computation than the Givens and
modified Gram-Schmidt methods. Recently, a systolic architec-
ture for the recursive block Householder transformation has been
presented in [6,7). Compared to the recursive block HT, the
newly developed programmable complex HT systolic architecture
saves O((M — 1) x N) in computation time to form the upper
triangular matrix during the initialization procedure, where N
is the number of sensors and M is the number of data blocks.
Furthermore, rather than employing the real HT reported, the
complex HT is considered and developed since in many signal
processing areas we often deal with complex data. Therefore, it
is very important for real-time high throughput modern signal
processing applications to develop a programmable complex HT
systolic architecture.

In this paper, we first develop a systolic fast complex House-
holder algorithm which is programmable to handle both the ini-
tialization procedure and the recursive procedure. The fast com-
plex Householder algorithm requires N snapshots of data for the
initialization procedure to compute the upper triangular matrix
while the recursive Householder algorithm in [6,7] needs N x M
snapshots of data where N is the number of sensors and M is the
number of data blocks. Then we introduce the new systolic archi-
tectures onto which the parallel complex Householder algorithms
are mapped. The datafiow in these architectures is sample-by-
sample in horizontal junction cells. Therefore, the proposed ar-
chitectures in this paper are suitable for VLSI implementation
and real-time signal processing applications.

2 Complex Householder Algorithm

In many signal processing applications, the QR decomposition
provides a method to avoid computing the inverse of a matrix
to achieve numerical stability and VLSI systolic implementation.
There are many schemes to perform such a decomposition, e.g.
Givens/modified Givens, Householder, Gram-Schmidt/modified
Gram-Schmidt. Of particular interest in this paper is a sample-
by-sample form of the Householder orthogonalization technique.
Since in many applications of signal processing, the observed data
matrix is complex, it is necessary to consider the complex case
of the Householder transformation. Therefore, we assume X is a
complex K by N observed data matrix where K is the number
of snapshots and N is the number of sensors. The initialization
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procedure is used when k& the number of data snapshots, is less
than or equal to N, the number of sensors, and the recursive
procedure is applied when there are more than N data snapshots.

2.1 Fast Initialization Complex Householder Algo-
rithm

In. [6,7), the recursive Householder algorithm proposed needs N x
M snapshots of data for the initialization procedure where N is
the number of sensors and M is the number of data blocks. How-
ever, the fast initialization Householder algorithm described in
this section requires only N snapshots of data. The HT initializa-
tion procedure for forming the upper triangular matrix requires
only N data snapshots where N is the number of sensors. The
factorization of a data matrix X € CV*¥ can be achieved by a
succession. of Householder transformations [6] which produces a
wnitary N by N matrix @ and an upper triangular matrix Rypper

such that S
| R
x-o[ 4]

where X = [ Zr Zo v Tw } The algorithm for applying
successive Householder transformations to zero out a given com-
plex observed data N by N matrix X can be described as follows.
More precisely, let

QH = Q-1 « Q2 493

be a sequence of Householder transformations applied to X where
@i is an. N by N complex Householder Transformation matrix
with the form

‘ Ligxia © 00 ‘
: wow was for i= Lo N =1 (2)

Q=

where Hy € CV-#H1XN-i#1} jg a unitary matrix given by [2]
2 g ,
Hy=1I- ——wal, 3)
i 'E'ﬁ—'llaﬁ.
and w; is defined as

wyr = [: (i) + e"g'“'lrlb ity - Tltn) } (4)

forz¥ = [ zti) - wiltn) ]» and the real number, 6,(t;}, given

it}

by

Gi(t;) = —5 i
i) 7 1og, st
As a result, the algorithm for applying a sequence of Householder
transformations @ to data matrix X can be described in two
parts.. PFirst, for each ¢ = 1,--+ N — 1, we apply a. Householder
transformation to z; and obtain
@iz =[rs 0 - 0]
for i=1,2,-- N1 (5)
where r; = —e/J]jz,[l; and a scalar parameter X is defined by

x= &-—3: = (la:lla el + ls(t)D) 0]

Then, the same Householder algorithm H; is repeatly applied to
the remaining N ~i columan vectors 2l = Lot} - zr(in) ]

€ CN-"*! for k = i 4 1,--,N. Thus, the new set of column
vectors can be obtained as follows.

Higi =z ~ dulzy = 21 - oy ™
where o is a scalar parameter given by
o= 2l g = Maf zp + zu(t)e POz |lp)

and
2t} - azi(fi) + arip |
L T(torr) — ezillipr) |
Hizy = | o) ) e for k=i41 -+ N

q

st} — azi(tar)
. &)
According to the above procedure, after applying Q1 to X the
first. column of @1 X is zeroed except for the first element when
a chosen N' by N unitary matrix Hy is applied to the N by
N data matrix X. The second column of @@y X is zeroed in
components J through M when a chosen N —1 by ¥ — I unitary
matrix Hy is applied to the N — I by N — I submatrix of @y X.
It is obvious that @;Q1 X has zeros below the diagonal in both
the two columns. Continuing in this way, the data matrix X can
be transformed into upper triangular form by applying a product
of at most N — I unitary transformations to it. It is well known
that the number of arithmetic operations gradually decreases in
each of N — I Householder transformations.

2.2 Recursive Complex Householder Algorithm

The triangular matrix R can be updated by employing unitary
Householder transformations P which have the form

©

and PH represents a sequence ‘of'mmplex. Householder transfor-
mations used to. zero out, each column vector of a new complex
M by N data matrix X in turn.

The algorithm for applying successive: Householder transfor-
mations to update the triangular matrix R to which a.new M by
N complex data block is added is given by

P” = PNPN—Ii e -*Pg.Px; {lﬂ»}
where an M + N by M + N complex Householder transformation
P; has the form

| fieixi-1
< for i=1,2,-- N (11}

o

where H; € COM*N-#Ix(MIN-#+1) 5 ypitary matrix, is given
by

= [ 2 H (19
Hy=1I- T L (12)

When: given a column: vector g: of the form
2 =B 0 o 0 aft) - wiltu) l. @
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u; can be defined by

L

oF = [ frateulglh 0 - 0 z(n) o wiltan)]

where 8,.,, a real parameter, is given by 6,;; = —jlog, i There-
fore, a Householder transformation can be represente by

Hixa 0 Huxa
Hi= 0 IN—ixN—-i 0 (15)
H!xM 0 HMxM
where Hyxy = 1- M(B2ririi +[|zi|1f + 26riilllzill2)
Hyxy = =X(Brii + e%il|zil)afl
Hixm = =MBri; + e~z )
Hyxn =1 - Mzl
and
2 o o
A= P i (lzifl2(lz:l2 + Blrii ) (16)
ufy

The algorithm used to update R to which a new M by N data
matrix has been added can be described in two parts. The first
part of the algorithm is to zero out a column vector of the new
data matrix below the diagonal and the second part is similarly
to apply the same algorithm to the rest of the column vectors.
The following equations are obtained by applying a Householder

transformation to an M + N by N matrix . Given a col-

X

umn vector z; described in equation (13), a Householder trans-
formation applied to this matrix gives

Bz =[ri 0 - 0]

for i=1127”'1N (17)

where r:»,- = —elfrii ||_:g:-||z.

When the same Householder transformation is applied to the
rest of column vectors z; with

& =B o B 0 o 0 alt) o om(an) |

the new set of column vectors can by obtained by
[ Brei — arii + ar; |
Bri i1
Brik
0
. for k=i+1,---,N (18)
0
z(t) ~ azi(tl)

| 2u(tr) - azi(tar) |

where a, a scalar parameter, is given by a = )\yf’;_;‘ = A(z__,"H;_' -
T;: r,“').

For the case of recursive Householder transformations, an
M + N by M + N unitary matrix Hj is chosen so that it ze-
ros out M components of the first column of the matrix which

is obtained by applying Hj to the matrix formed by combining
the new M by M data matrix and the updated upper triangular
matrix. Next the M components of the second column are zeroed
when a chosen M + N —1 by M + N — 1 unitary matrix Hy is ap-
plied to the M4 N —1by N —1 submatrix of @1 X. It is apparent
that the upper triangular matrix can be updated by applying a
sequence of N Householder transformations. It is also known that
the number of arithmetic operations is the same for each of the
N Householder transformations. The initialization Householder
transformations and recursive Householder transformations have
the same algorithm. However, the number of arithmetic oper-
ators is less for initialization Householder transformations than
that for recursive Householder transformations.

3 VLSI Array Processors Implementation

The parallel complex Householder algorithms with fast initial-
ization have been presented so far. We now consider the issue
of VLSI systolic implementation. Because of the breakthrough
of VLSI techniques and the great demands of real-time high
throughput applications of modern signal processing, systolic ar-
chitectures have been proposed for many modern signal process-
ing tasks in recent years. Such an architecture has the important
properties of the use of repetition of simple processing elements
and of a regular and local communication scheme among them.
1t is apparent that the simplicity, modularity, and expandability
of systolic array processors make them suitable for VLSI/WSI
implementation. The Householder transformation algorithm for
adaptive filtering and estimation is a systolic algorithm which
can be efficiently executed on systolic array processors.
According to equations 5,6, and 17, the boundary cells of the
systolic initialization/recursive Householder transformations are
described in Figure 1. The internal cells of the systolic recursive
Householder transformations are illustrated in Figure 2 according
to equations 8,16, and 18. The triangular systolic architecture
for the parallel complex Householder algorithm is shown in Fig-
ure 3. In adaptive antenna and radar applications, the period
of updating the optimum weights is significantly larger than the
actual computation time (15}, and the two-dimensional systolic
array processors can be reduced into one-dimensional systolic ar-
ray processors by employing a simply feedback configuration as
illustrated in Figure 4. The one-dimensional triangular architec-
ture using the feedback configuration and the two-dimensional
triangular architecture require their own local memory and some
minimal control circuity and programmable capabilities.

4 Conclusion

This paper has presented the recursive complex Householder al-
gorithm with a fast initialization which can be programmed for
both initialization and recursive procedures. Compared to the
recursive block Householder algorithm described in [6,7], it saves
O((M -1)x N) computation time for the initialization procedure
to form the upper triangular matrix and requires less operations
per time than the real block Householder algorithm to compute a
complex data matrix. Applications based on this complex House-
holder algorithm will be presented in the future papers. For ex-
ample, a Householder-based MVDR adaptive beamformer and
a Householder-based MVDL adaptive locator with their VLSI
systolic architectures will also be presented for real-time high
throughput applications in adaptive array processing.
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