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ABSTRACT

Digital fingerprinting is an effective method to identify users who
might try to redistribute multimedia content, such as images and
video. These fingerprints are typically embedded into the con-
tent using watermarking techniques that are designed to be robust
to a variety of attacks. A cheap and effective attack against such
digital fingerprints is collusion, where several differently marked
copies of the same content are averaged or combined to disrupt
the underlying fingerprint. In this paper, we study the problem
of designing fingerprints that can withstand collusion, yet trace
colluders. Since, in antipodal CDMA-type watermarking, the cor-
relation contributions only decrease where watermarks differ, by
constructing binary code vectors where any subset of k or fewer
of these vectors have unique overlap, we may identify groups of
k or less colluders. Our construction of such anti-collusion codes
(ACC) uses the theory of combinatorial designs, and for n users
requires O(y/n) bits. Further, we explore a block matrix struc-
ture for the ACC that reduces the computational complexity for
identifying colluders and improves the detection capability when
colluders belong to the same subgroup.

1. INTRODUCTION

The advancement of communication technologies, coupled with
recent investments in building an infrastructure of ubiquitous com-
munication networks, promises to facilitate the development of a
digital marketplace where a broad range of multimedia content,
such as images and video, will be available. However, these com-
munication networks not only improve the ability to distribute con-

tent, but also make more difficult the task of insuring that content -

is appropriately used.

In order to control the redistribution of content, digital finger-
printing is used to trace the consumers who use their content for
unintended purposes. These fingerprints can be embedded in mul-
timedia content through a variety of watermarking techniques[1,
2]. Conventional watermarking techniques are concerned with ro-
bustness against a variety of attacks such as filtering, but do not
emphasize robustness against a coalition of users with the same
content that contains different marks. These attacks, known as col-
lusion attacks, can provide a cost-effective approach to removing
an identifying watermark. One of the simplest approaches to per-
form a collusion attack is to average multiple copies of the content
togethet[3]. Other collusion attacks might involve forming a new
content by selecting different pixels or blocks from the different
colluders’ content.
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In this paper, we study the problem of making fingerprints re-
silient to a collusion attack by averaging, although our approach
holds for collusion attacks that interleave pixels from different im-
ages. In Section 2 we review several important related issues in-
volved in spread spectrum watermarking. In Section 3, we intro-
duce the concept of an anti-collusion code (ACC), which is the
data embedded into the content to identify users. ACC are de-
signed to be resistant to averaging, and able to exactly identify
groups of colluders. Next, we consider grouping the users into
subgroups that are likely to collude, and present a code design
that improves the detection probability when colluders are within
the same subgroup, and provides an efficient method to determine
which subgroups are involved in a collusion. Finally, we present
simulations in Section 5, and draw conclusions in Section 6.

2. WATERMARKING AND COLLUSION

In this section we review the basics of digital watermarking. Dig-
ital watermarking can be considered from a communication per-
spective where the watermark, or data, is embedded in a host sig-
nal. If the host signal is unknown to the detector, then the host
signal serves as a noise that hinders the ability to detect the wa-
termark. While it is possible that the host signal is available in
centralized fingerprint verification, in this paper we shall consider
the worst-case scenario where the host signal is unavailable. Blind
detection may allow for more flexibility in fingerprint verification.

We shall consider two types of embedding in this section that
are both based upon the basic principles of modulation and detec-
tion. The first method is orthogonal signaling. Here M orthogonal
signals s; are used to convey B = log, M bits by inserting one of
the M signals into the host signal. The classical method for esti-
mating which signal was embedded in the host signal is done via
M correlators, and identifies the B bit message.

The second approach is a TDMA/CDMA-type modulation,
where B bits are encoded into a watermark signal w via

B
w = ijSj, 1)
=1

where b; € {+1}, and the signal vectors s; are orthogonal. If
b; = 0, this is equivalent to having no contribution in the s; direc-
tion. Determining each bit b; is done by correlating with the s;,
and comparing against a decision threshold. Orthogonal signaling
has better detection capabilities than CDMA-type modulatlon but
does so at an expense in computational efficiency'.

Suppose £ energy is used to convey B bits. Orthogonal signaling
requires correlating with 28 waveforms and produces constellation points
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A different bit sequence {b;} is employed for each user. We
may view the assignment of the bits b; for different watermarks
in a matrix C, where each column contains the bit sequence for a
different user. This viewpoint allows us to capture both the orthog-
onal and CDMA -type watermarking. The identity matrix describes
the orthogonal signaling case since each user u; is only associated
with one signal vector s;.

Consider the case where we are averaging two watermarked
signals that have the same host signal, but different watermarks.
If orthogonal signaling is used, then each watermark has energy
£, but the average of the watermarks has total energy £/2. When
correlating with each of the M orthogonal signals, each of the two
correlations will be scaled by 1/2, and the remainder will have
0 correlation. In general, if we average K different watermarks,
then the energy of the watermarks will be £/K, and the correla-
tion with a corresponding orthogonal waveform will be scaled by
1/K. Therefore, as K increases, the identifying watermarks will
increasingly attenuate, and become harder to detect.

On the other hand, in CDMA-type modulation, if we average
two watermarks, w! and w? corresponding to bit sequences b
and b%, then where b; # b7 the contributions cancel, while where

b} = bf- the contributions do not attenuate. The result is that many

of the components will still have /£ /B amplitude, while some
will have 0 amplitude. When we average K watermarks, those
components in the bit sequences that are all the same will not ex-
perience any cancellation, and their amplitude will remain /€ /B,
while others will experience diminishing (though not necessarily
complete cancellation).

3. ANTI-COLLUSION CODES

In this section we focus on the CDMA-type modulation since when
we average different CDMA-watermarked signals, the components
that agree between the different watermarks do not experience any
loss in amplitude, while those bits that differ do. We use this ob-
servation to design a family of bit sequences {¢’ } whose overlap
with each other can identify groups of colluding users. A similar
idea was proposed in [5], where projective geometry was used to
construct such code sequences. As we will explain in this section,
the codes constructed in [5] were less efficient than the proposed.

For this section, we shall describe codes using the binary sym-
bols {0, 1}, which are mapped to {—1,1} via f(z) = 2z — 1
for use in CDMA-based watermarking. We assume that when a
sequence of watermarks is averaged, the effect it has is that the
resulting binary message is the logical AND of the codewords ¢’.
For example, when the codes (1110) and (1101) are combined,
the result is (1100). When we perform 3 or more averages, this
assumption does not necessarily hold since the average of many
1’s and a few 0’s may produce a decision statistic large enough to
pass through the detector as a 1. However, soft-decision detection
may be used to achieve our assumption.

Definition 1. 4 binary code C = {c',---,c"} such that the log-
ical AND of any subset of k or fewer codevectors is non-zero and
distinct from the logical AND of any other subset of k or fewer
codevectors is a k-resilient anti-collusion code, or an ACC code.

We first present a (n — 1)-resilient ACC code. Let C consist of
all n-bit binary vectors that have only a single 0 bit. For example,

separated by v 2€, whereas CDMA requires correlating with B waveforms
and has constellation points separated by 24 /€/B. See [4].

when n = 4, C = {1110,1101,1011,0111}. It is easy to see
when k < n — 1 of these vectors are combined under AND, that
this combination is unique. This code has cardinality n, and hence
can produce at most n differently watermarked media. We shall
refer to this code as the trivial ACC code for n users.

It is desirable to squeeze more users into fewer bits. To do this,
we need to give up some resiliency. We now present a construction
of a k-resilient ACC code that, for n users, requires O(,/n) bits.
This construction uses balanced incomplete block designs[6]:

Definition 2. A4 (v, k, \) balanced incomplete block design (BIBD)
is a pair (X, A), where A is a collection of k-element subsets
(blocks) of a v-element set X, such that each pair of elements of
X occur together in exactly A blocks.

A (v,k, \)-BIBD has b = A\(v? — v)/(k® — k) blocks. Cor-
responding to a block design is the v x b incidence matrix M =
(maj;) defined by

~_ ] 1 iftheith element belongs to the jth block,
Mij =1 0 otherwise.

If we assign the codewords as the bit-complement of the col-
umn vectors of M then we have a (k — 1)-resilient ACC.

Theorem 1. Let (X, A) be a (v,k,1)-BIBD, and M the corre-
sponding incidence matrix. If the codevectors are assigned as the
bit complement of the columns of M, then the resulting scheme is
a (k — 1)-collusion resistant code.

The proof is provided in the appendix. We now present an
example. The following is the bit-complement of the incidence
matrix for a (7,3, 1)-BIBD:
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This code requires 7 bits for 7 users and provides 2-resiliency since
any two column vectors share a unique pair of 1 bits. Each column
vector ¢ of M is mapped to {1} by f(z) = 2z — 1. The CDMA
watermark is then w = ng:l f(cj)s;. When two watermarks are
averaged, the locations where the corresponding ACC codes agree
and have a value of 1 identify the colluding users. For example, let

Wl =

2
W =

—81 — Sy + 83 —S4 + S5 + S¢ + S7 3)
—81 + 82 — 83 + 84 + 85 — S¢ + 87 )

be the watermarks for the first two columns of the above (7, 3, 1)
code, then (w!4+w?) /2 has coefficient vector (—1,0,0,0,1,0,1).
The fact that a 1 occurs in the 5th and 7th location uniquely iden-
tifies user 1 and user 2 as the colluders.

The example that we presented had no improvement in bit ef-
ficiency over the trivial ACC code for 7 users, and it had less col-
lusion resilience. A useful metric for evaluating the efficiency of
an ACC code for a given resiliency is its rate R = v/b, which de-
scribes amount of spreading sequences needed per user. For codes
(v, k, \)-BIBD ACC, theirrate is R = (k*> —k)/(A(v—1)). ACC
codes with lower rates are better. By Fisher’s Inequality[6], we
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know that b > v for a (v, k, A)-BIBD, and thus R < 1 using the
BIBD construction. In contrast, the k-resilient construction in [5]
has rate much larger than 1, and thus requires more spreading se-
quences (or marking locations) to accommodate the same amount
of users than our scheme. Additionally, for the same amount of
users, the use of CDMA watermarking with an ACC code con-
structed using a (v, k, 1)-BIBD requires less spreading sequences
than orthogonal signaling. A CDMA-ACC scheme would need v
orthogonal sequences for b = (v® — v)/(k® — k) users, while
orthogonal signaling would require b sequences.

In general, (v, k,A)-BIBDs do not necessarily exist for an
arbitrary choice of v, and k. The condition that b must be an
integer restricts some possibilities for v and k, and for a given
(v, k, A) triple there may not exist a (v, k, A)-BIBD. We may, how-
ever, construct infinite families of BIBDs. For example, (v, 3, 1)
systems (also known as Steiner triple systems) are known to ex-
ist if and only if v = lor3 (mod 6). The Bose construc-
tion builds Steiner triple systems when v = 3 (mod 6), and
the Skolem construction builds Steiner triple systems when v =
1 (mod 6)[7]. Additionally, (p°, p, 1)-BIBD can be constructed
when p is of prime power[6].

4. SUBGROUP-BASED CONSTRUCTIONS

In this section, we present an approach that decreases the compu-
tation requirements needed to identify an individual’s or group of
individuals’ fingerprints. This approach has the added advantage
of allowing us to increase the detection statistics when colluders
come from the same subgroup.

Suppose the code matrix C is constructed as a block diagonal
matrix C' = diag(C1,Cs, - - - Cs), where the matrices C; on the
diagonal correspond to matrices for smaller codes. If the bits b;
are assigned to the users according to the columns of C, then by
correlating with the ensemble of the spreading sequences corre-
sponding to each block, we only need s correlations to determine
to which block, or subgroup of users, the fingerprint belongs. Once
a subgroup has been identified, the specific user’s identity can be
determined by correlating with each of the spreading sequences
for that block matrix. If each matrix Cj is ¢t X t, then we need
O(s) + O(t) correlations, as opposed to O(st) if we had corre-
lated with each of the spreading sequences. This technique also
provides a much more efficient method for decoding watermarks
that are embedded using orthogonal signaling.

In many applications, a group of users will be suspected of
likely colluding, but not with others. This could be due to geo-
graphical or social variables, or based upon a previous precedent.
In such scenarios, it is desirable to improve the ability to detect
collusion within subgroups of users. By using the block matrix
construction, we can achieve this by assigning users who might
collude to code vectors from the same block matrix.

As an example, let @, = 1, — 2I, be the n X n matrix that
is all ones except for —1 on the diagonal. This matrix corresponds
to the trivial ACC code for n users after applying the f(z) map.
Now let us assign the bits b; according to the columns of

Qs Os
( 0s Qs ) ‘ )
Let the subgr_oups of users likely to collude be assigned to the same

Qs matrix. Suppose we allocate £ energy for each watermark, and
have two colluders from the first eight users. In this case, when

they average their watermarks, there will be six components with
amplitude /€/8, and the other components will have 0 magni-
tude. However, if one user is from the first 8 and the other is from
the second 8, then their average watermark will consist of all 16
components at magnitude /€ /32. Since the first case results in
two components with larger magnitude, the detection probability is
higher than in the second case. In comparison, when we assign the
bits b; according to the columns of Q1¢, the collusion of any two

members will result in a watermark that has magnitude /£ /16 in
14 of the 16 components, and 0 magnitude in the other two.

Therefore, in the block matrix approach, when colluders be-
long to the same subgroup, the energy of the averaged watermark
in some of the components is higher than when colluders belong
to different subgroups, or when all users are treated as being in
the same subgroup. However, if we have users from different sub-
groups, the energy in each component is less than if we had used
a full code for the entire group. Thus, since there tends to be few
colluders compared to the total amount of users, allocating codes
according to a block matrix approach improves the ability to detect
colluders from the same subgroup at the expense of decreasing the
ability to detect colluders from different subgroups.

S. SIMULATION

In order to demonstrate the capabilities of using an ACC code with
CDMA watermarking to fingerprint users and detect colluders, we
used an additive spread spectrum watermarking scheme similar to -
that in[2], where the perceptually weighted watermark was added
to block DCT coefficients. The detection of the watermark is per-
formed without the knowledge of the host image[8] via the Z de-
tection statistic[3]. We used the 512 x 512 Lenna as the host image
for the fingerprints. The fingerprinted images had no visible arti-
facts with average PSNR of 39.6dB.

We assigned the code vectors as the column vectors of the
bit complement of the incidence matrix for a (15, 3, 1)-BIBD that
was constructed using the Bose method with a symmetric idem-
potent quasigroup structure on Zs given by the binary operation
z-y = (3z + 3y) (mod 5). Two example code vectors that
were assigned to user 1 and 6 are

User 1: (-1,-1,-1, 1,1,1,1,1,1,1, 1,1,1,1,1)
User 6 (-1, 1, 1,-1,1,1,1,1,1,1,~1,1,1,1,1)
Average: (-1, o, o0, 0,1,1,1,1,1,1, 0,1,1,1,1).

This code is designed for 2 colluders, and was used to simulate
the collusion of two users who average their fingerprinted versions
of the Lenna image. An example of the behavior of the Z statistic
when two users collude is depicted in Figure 1, where we depict
the values of the Z statistic for the 15 different spreading sequences
used when user 1 and user 6 average their differently marked im-
ages and then compress using JPEG with quality factor 50%. If
we average the code vectors above, the resulting vector will con-
sist of 1°s where the two vectors both have a value of 1, a -1 where
they have a -1, and 0 where they differ. Large positive statistics
are mapped to 1, and large negative statistics are mapped to -1 by
the detector. Thus, we expect to observe that the first sequence
will have large negative correlation. The second, third, and fourth
sequences will have small magnitude since cancellation is taking
place, while sequences 5 through 10 will have large magnitude.

We present a histogram containing the Z statistics from roughly
200 pairs of users in Figure 2 when the watermarked images are
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Z Statistic va Bequence # for User 1 and 8 Colkiding, JPG 50%

Fig. 1. Example detection statistic values for when user 1
and user 6 average their watermarked images with a (15, 3,1)-
BIBD ACC fingerprint. The output of the detector would be
(-1,0,0,0,1,1,1,1,1,1,0,1,1,1,1).

compressed using JPEG with a quality factor of 50%. In the table,
we present the mean and variance for the magnitude of the Z statis-
tics for 2 colluders. The Match columns refers to cases where the
bits b; for two different users agreed, while the Mismatch refers to
cases where the bits b; differed for two different users. We see that
the average magnitude of the Z statistic when the bit values agree
is much larger than the average magnitude for where the bit values
disagree. This is also seen in the histogram, where there is a clear
distinction between the three detector decision regions.

6. CONCLUSION

In this paper we have proposed anti-collusion codes, which pro-
vide collusion resistance for fingerprinting multimedia. The pri-
mary attack that we focused on was the averaging of differently
marked versions of the same content. We observed that when or-
thogonal signaling is used to convey the fingerprint, the energy in
the watermark decreases with the amount of colluders, which will
cause the fingerprints to disappear with enough colluders. On the
other hand, when CDMA-type signaling is used, the correlation
contributions only decrease where the bits from different water-
marks differ. We designed codes so that the logical AND of the
codes for k colluders would uniquely identify the colluders. We
also presented an approach to decrease the computational require-
ments needed to identify an individual fingerprint or group of col-
luders. Finally, we presented simulations showing that our code
construction is able to identify 2 colluders when used in CDMA
signaling.

7. APPENDIX

We prove the theorem by working with the blocks A; of the BIBD.
The bitwise complementation of the column vectors corresponds
to complementation of the sets {A;}. We would like for ﬂjeJAJC-’
to be distinct over all sets J with cardinality less than or equal to
k — 1. By De Morgan’s Law, this corresponds to uniqueness of
Ujes A; for all sets J with cardinality less than or equal to k& — 1.
Suppose we have a set of k—1 blocks A;, Az, -, Ax—1, we must
show that there does not exist another set of blocks whose union
produces the same set. There are two cases to consider. First,
assume there is another set of blocks {A;}ier with UjesA; =

Z Statistic for Two Coluders

o s
Z Statistic Valve

Match Mismatch
1Z] g 12 Z) |z 4 |22|
JPEG50% | 796 | 1.25 | 0.82 | 0.32

Fig. 2. Histogram of Z statistic values for many different pairs of
colluders using the (15, 3, 1)-BIBD construction,

UicrAisuch that I'NJ = P and |I| < k — 1. Suppose we take
a block A;, for io € I. Then A;, must share at most one element
with each A;, otherwise it would violate the A = 1 assumption of
the BIBD. Therefore, the cardinality of A; is at most k — 1, which
contradicts the requirement that each block have k elements. Thus,
there does not exist another set of blocks {A; }ier withUje s A; =
UserA; and I N J = (. Next, consider I N J # 0. If we choose
io € I\(I N J) and look at A;,, then again we have that A;, can
share at most 1 element with each A; for j € J, and thus A,
would have fewer than k elements, contradicting the fact that A,
belongs to a (v, k, 1)-BIBD. Thus, Ujc s A; is unique.
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