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Waveform Design With Interference Pre-cancellation
Beyond Time-Reversal Systems
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Abstract—In  wideband communication systems, the
time-reversal (TR) technique can boost the signal-to-noise
ratio (SNR) at the receiver with simple single-tap detection. It has
been shown that conventional waveform design can significantly
improve the system performance of TR systems. However, when
the symbol rate is very high, the severe intersymbol interference
still limits the performance at high-power region. In this work, we
study a new waveform design with interference pre-cancellation
by exploiting the message information to further improve the
performance. In the proposed design, the causal interference
is subtracted by interference compensation, and the anticausal
interference can be further suppressed by conventional waveform
design by virtue of the more abundant degrees of freedom.
The transmitter utilizes the information of previous symbols to
enhance the signal quality while the receiver structure remains
simple. In the multiuser scenario, both the interuser interference
and intersymbol interference can be similarly categorized by
the causality, and then be tackled accordingly by the proposed
waveform design with interference pre-cancellation. The resulting
multiuser waveform design is a nonconvex optimization problem,
for which two iterative algorithms are proposed and both are
guaranteed to converge to suboptimal solutions. Simulation
results validate the convergence behavior and demonstrate the
remarkable performance improvement over the conventional
waveform design in the previous work.

Index Terms—Interference cancellation, multi-user downlink,
time-reversal, waveform design.

I. INTRODUCTION

N BASIC time-reversal (TR) communication systems [1],

[2], the time-reversed channel impulse response serving as
the transmit waveform is able to boost the signal strength in a
large delay spread channel in broadband communication. After
the transmitted TR waveform convolves with the multi-path
channel, the temporal focusing effect [3], [4] of the TR wave-
form re-collects the most of signal energy into a single tap.
Utilizing the channel reciprocity, such a time-reversed wave-
form is essentially a matched filter [5], which guarantees the
optimal performance because of its capability of maximizing
the signal-to-noise ratio (SNR). The TR transmission tech-
nique only requires a very low complexity at the receiver since
a simple one-tap symbol estimation is performed. Thus, the
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TR transmission techniques have been shown to be a promis-
ing solution to the energy-efficient and low-complexity green
wireless communication [1], [6].

In high speed wideband communication systems, however,
when the symbol duration is smaller than the channel delay
spread, the symbol waveforms are overlapped and thus inter-
fere with each other. When the symbol rate is very high, the
inter-symbol interference (ISI) can be notably severe and causes
crucial performance degradation [7], [8]. Further, in multi-user
downlink scenarios, the TR base-station uses each user’s partic-
ular channel impulse response as the user’s symbol waveform to
modulate the symbols intended for that user. Despite the inher-
ent randomness of the channel impulse responses, as long as
they are not orthogonal to each other, which is almost always
the case, these waveforms will inevitably interfere with each
other when transmitted concurrently. Hence, the performance
of TR transmission can be impaired and even limited by the
inter-user interference (IUI). Moreover, interference can also
be caused by incorporating multiple transmit antenna in the TR
systems.

In a wideband environment, substantial degrees of freedom
are available for the transmitted waveforms to be designed
to combat the interference. Based on design criteria such as
system performance, quality-of-service (QoS) constraints, or
fairness among users, the waveform design can be formulated
as an optimization problem with the transmitted waveforms as
the optimization valuables. The basic idea of waveform design
is to delicately adjust the amplitude and phase of each tap of
the waveform based on the channel information, such that after
convolving with the channel, the received signal at the receiver
retains most of the intended signal strength and rejects or sup-
presses the interference as much as possible. It can be shown
that the mathematical structure of waveform design is analo-
gous to that of the precoder design in MISO systems, since the
taps in waveform design act as the beamforming coefficients
of the transmit antenna in the precoder design. In the litera-
ture, there have been many studies investigating the problems
of designing advanced waveforms to suppress the interference
[7]1-[13]. In [7], a minimum mean-square-error (MMSE) wave-
form was proposed to suppress ISI and noise for a single-user
scenario without taking into account the rate back-off factor
in the optimization and thus the waveform is suboptimal. In
[8], multi-user joint power allocation and waveform design for
sum rate optimization was investigated in downlink TR sys-
tems. Different from the transmitter waveform design, in [14],
an iterative soft-decision feedback equalization algorithm was
introduced to combat the non-causal ISI created by the receiver
matched filter.
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Besides the channel information, another important side
information the transmitter can exploit in the waveform design
is the transmitted symbol information. Theoretically, if the
receiver interference is known to the transmitter, it is possible
to completely remove the interference by means of complicated
coding techniques [15]. The interference is known to the trans-
mitter since it can be derived from the transmit waveforms, the
multipath channels, and the information bits. Given the trans-
mitted symbols, the causal part of ISI can be compensated
in advance in designing the waveform of the current symbol.
Such a design is analogous to the transmitter-based interference
pre-subtraction [16]-[20] in the nonlinear precoding literature.
A substantial distinction for time-domain waveform design is
that only the causal part of interference can be pre-canceled
while the anti-causal part of interference cannot be compen-
sated and needs to be suppressed by the waveform design based
on the channel information. Note that throughout this paper,
the term ‘interference suppression’ refers to linear waveform
design as in [8], and the term ‘interference pre-cancellation’
corresponds to non-linear waveform design similar to the
Tomlinson-Harashima Precoding (THP) [21], [22]. For MIMO
systems, the causality restriction is in spatial domain, where the
interference between antenna is canceled sequentially with a
predetermined order. In this paper, the causality is considered
in time domain, where the interference between information
symbols is tackled sequentially according to the order they are
transmitted. Note that in uplink scenarios, noncausal interfer-
ence may also be estimated and compensated at the receiver
since tentative decisions of detected symbols can be utilized to
cancel the interference in the received signals [23].

In this work, we propose a waveform design with inter-
ference pre-cancellation for wideband communication systems
such as TR systems. The single-user scenario permits a closed-
form solution of the proposed waveform design. It is shown
that the resulting design cancels the causal ISI and suppresses
the anti-causal ISI. For the multi-user scenario, similarly the
interference (both ISI and IUI) is categorized into causal
interference and anti-causal interference. The interference-
compensation filter design can be easily determined once the
multi-user waveform design is settled. Since the resulting multi-
user waveform design is non-convex, we propose two iterative
algorithms to suboptimally tackle the optimization problem.
One approach is based on the alternating optimization and
the other is a gradient method [24]. We show that both iter-
ative algorithms are guaranteed to converge to local optimal
solutions. Numerical simulation is conducted to validate the
convergence behavior of the proposed iterative algorithms and
demonstrate the superior performance of the proposed wave-
form design.

A key distinction of this paper from previous work [8] is that
the proposed waveform designs pre-cancels causal interference
and suppresses anti-causal interference, while the waveform
design in [8] suppresses both causal and anti-causal interfer-
ence. The proposed algorithms not only can be applied in
traditional time-reversal systems, where the receiver detects
the transmitted information by a single tap, but can be easily
extended to other systems where the receivers can deal with
multi-tap detection. For example, the multiple taps can be com-
bined into one tap using techniques such as maximum-ratio
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combining. The equivalent channel including the combin-
ing process can be similarly analyzed, and the proposed
algorithms can be accordingly modified to be applied in such
systems.

The contributions of this paper are summarized as follows.

e Time-domain causality is considered in transmitter wave-
form design for wideband communication systems such
as TR systems. The interference between information
symbols is pre-canceled sequentially according to the
order they are transmitted. An essential observation is that
only the causal part of interference can be pre-canceled
while the anti-causal part of interference cannot be com-
pensated and needs to be suppressed by the waveform
design based on the channel information.

e For the multi-user scenario, the interference (both ISI
and IUI) is categorized into causal interference and anti-
causal interference. Similarly, the multi-user waveform
design pre-cancels the causal interference and suppresses
the anti-causal interference.

e Two iterative algorithms are proposed to tackle the
non-convex multi-user waveform design problem. One
approach is based on the alternating optimization and
the other is a gradient method. Both iterative algorithms
are guaranteed to converge and shown to have superior
performance over other conventional designs.

The rest of the paper is organized as follows. In Section II, the
system model of the TR communication system is introduced in
detail. The waveform design with interference pre-cancellation
for the single-user scenario is described in Section III, and the
multi-user scenario is further depicted in Section IV, where the
two iterative algorithms are proposed. In Section V, simulation
results are shown to demonstrate the performance. Finally, we
draw the conclusion in Section VI.

II. SYSTEM MODEL

A multi-user downlink TR system consists of a base-station
and K users. The multipath channel between the base-station
and the k-th user is denoted by hy, a column vector of L ele-
ments where L is the maximum channel length among the K
channels. Let s; denote an information symbol and g; be the
transmit waveform for user k, which can be a basic TR wave-
form or a more advanced waveform [8]. The length of g is also
L. As shown in Figure 1, the received signal y; at user k is
given by

K
Yk =szgjsj + g, (1)
j=1

where Hy, is the Toeplitz matrix of size (2L — 1) x L with the
first column being [h,{ 01x(-1) 17, and n; denotes the additive
white Gaussian noise (AWGN).

User k estimates the symbol s; by scaling the sample yx[L]
by a, which corresponds to the gain control at the receiver.
Note that (1) represents the received signal when symbols
are transmitted further apart, i.e., with a symbol rate being at
most 1/L times sampling rate 1/7;. When the symbol rate
is 1/(DTs) where D denotes the rate back-off factor [7] and
D < L, the received waveforms of different symbols overlap
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Fig. 1. Block diagram of waveform design for the multi-user downlink TR
system.

with each other and give rise to the inter-symbol interference
(IST). Here D is the rate back-off factor introduced to adjust the
symbol rate in TR systems [1], [2]. To characterize the effect
of ISI, the decimated channel matrix of size (2Lp — 1) x L,
where Lp = L%J + 1, is defined as

Lp—1

T
Z eLD+ieL+iDHk’ (2)
i=—Lp+1

i, —

where e; is the /-th column of a (2L — 1) x (2L — 1) identity
matrix. In other words, Hj is obtained by decimating the rows
of Hy by D, i.e., centering at the L-th row, every D-th row of Hy
is kept in H; while the other rows are discarded. The decimated
channel takes into consideration only the samples of interest
and forcing everything else to zero. The center row index of Hy
is L p. Then the sample for symbol estimation can be written as

wlL]=h;  gisc[Lpl + by, Zgjsj[LD]

J#k
2Lp—1 K

+ Z hf] Zgjsj[l]Jrnk[L], 3)
I=Li#Lp  j=I

where the hg = elTI:Ik denotes the /-th row of Hy, and s 1]
denotes user j’s [-th symbol. It can be seen from [3] that the
symbol si[Lp], the Lp-th symbol of user k, is interfered by
the previous Lp — 1 symbols and the later Lp — 1 symbols
as well as other users’ K(2Lp — 1) symbols, and also cor-
rupted by the noise. The design of waveforms {g;} has critical
influence to the symbol estimation and thus the system perfor-
mance. If the basic TR waveforms are adopted, i.e., gx = hgr,
then the intended signal power for each user is maximized but
without considering the interference caused by other symbols.
As such, the performance is limited by the interference when
the transmit power is high. Another possible waveform design
is zero-forcing (ZF) [25], which minimizes all the interfer-
ence signal power but without taking into account the intended
signal power. Thus, the resulting SNR can be very low and
causes severe performance degradation especially when the
transmit power is relatively low. In our previous work [8], it has
been shown that well-designed waveforms can strike a balance
between enhancing the intended signal power and suppressing
the interference power.

III. SINGLE-USER WAVEFORM DESIGN WITH
INTERFERENCE PRE-CANCELLATION

In this section, we discuss the waveform design with inter-
ference pre-cancellation for the single-user case, which allows
a closed form solution and provides an insight to the proposed
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design in the multi-user scenario. To simplify the notations, the
user index for the single-user scenario is omitted. For exam-
ple, the channel, the waveform, and the gain are denoted as
h, g, and «, respectively. In [8], a waveform design is pro-
posed to suppress the ISI by designing the transmit waveform g
based on the criterion of maximizing the signal-to-interference-
plus-noise ratio (SINR). Such a formulation usually involves
solving an eigenvalue problem. In this paper, we consider
minimizing mean-square error (MSE) as the design criterion.
It can be shown that in the single-user case, a closed form
solution to the proposed design can be derived, and the mini-
mum MSE waveform without interference pre-cancellation also
achieves the maximum SINR [8], [26]. Minimizing MSE is
equivalent to maximizing SINR for single-user scenarios, in
the sense that the resulting waveform design and the system
error probability performance are the same. A minor differ-
ence of the two approaches is the route of computation. For
maximizing SINR, the problem formulation leads to solving an
eigensystem, where the eigenvector represents the waveform
and the eigenvalue relates to the maximum SINR. For mini-
mizing MSE, a closed-form solution can be given as described
later in this subsection. In the following, we will first discuss
the waveform design for minimizing MSE without interfer-
ence pre-cancellation, and then the interference-compensation
filter design. Finally, the waveform design with interference
pre-cancellation is analyzed and the closed form solution is
derived.

A. Waveform Design Without Interference Pre-Cancellation

The estimated symbol is obtained by scaling the sample y[L]
by the gain «, i.e., S[Lp] = ay[L]. Let the /-th row of the dec-
imated channel matrix H be denoted by th . The estimation
MSE defined as E[||S[Lp] — s[Lp] ||2] is expressed as

2Lp—1
MSE(e, ) = lah) g —1°Ps+ > |ah/'g*Ps
I=1.1#Lp “4)

+lo|? Py,

where s[l/],l=1,...,Lp—1,Lp+1,...,2Lp — 1, denote
the interfering symbols transmitted adjacent to the intended
symbol s[Lp]. The symbol power Ps = E[|s[l]|2], Vi, is
assumed to be unity for normalization. The noise is i.i.d.
Gaussian distributed and hence Py = E[|n[l]|2], vi.

The minimum MSE (MMSE) waveform g can be derived by
formulating the problem as minimizing MSE subject to a power
constraint gg = Ppax to rule out the trivial solution g = 0, the
all-zero vector.

The optimal gain &5Y can be shown to be
2Lp—1 P -2
_ N
oSU= | Pakh | > hhf+ oI, )
=1 max

where the superscript SU denotes the single-user scenario. The
optimal waveform can be obtained as

-1

1| h,. (6

2Lp—1

—1 P
gSU — ¢SV Z bt 4 N
I=1

Pmax
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The resulting minimum MSE in the TR system is given by
—1

I| h,. O

2Lp—1
MSESY =1—h/ | >~ hh/+
=1

Py
Pmax
Note that the phase of « can be chosen arbitrarily without
altering the MSE. Therefore, we choose a real-valued aSY as
in (5). From the derivation above, we can obtain the closed-
form solution to the waveform design without interference
pre-cancellation given the channel matrix and the signal power
to noise power ratio.

The computational complexity of inverting the matrix in (6)
depends on the decimation factor D. When D = 1, the matrix
can be shown to be Toeplitz. Inverting a Toeplitz matrix can
be accomplished in O(L?) using Trench’s algorithm [27]. For
general D, the matrix is periodic Toeplitz, whose inversion can
be solved by Levinson’s algorithm [28] in O(L>D). Another
algorithm for general D is to recursively apply the matrix
inversion lemma and solve the inversion in O (L2 L%J ). Define

m P -1
_ N
R = (§ :hlth + Pwl) ) 8)
=1

Applying the matrix inversion lemma, we have

—1
R, = (hubfl +Ry1)

=R, - (1 + th,;ilhm) 'Ry bR (9)

Given Rr;l_l and h,,, equation (9) can be computed
in O(L?). By sequentially calculating R;l for m =
1,2,...,2Lp — 1 using (9), the matrix inversion R2_L1D—1 can
be obtained in O (L2 L%J).

Therefore, Levinson’s algorithm can be applied when D is
small, and the recursive matrix inversion algorithm can be used
when D is large. Consequently, the computational complex-
ity of the matrix inversion in (6) is O(min(L2D, L? L%J))
= O(L>).

B. Interference Pre-Cancellation

In TR systems, a user estimates the intended symbol by the
sample of the central peak of the receive signal. Therefore,
the ISI can be identified as two parts: the causal ISI and the
anti-causal ISI. Due to the overlapping of the received sig-
nals of consecutive symbols, one symbol can have influence to
the previous transmitted symbols and also to the future trans-
mitted symbols. To compensate for the interference caused by
the previous symbols, the current symbol can be subtracted by
the interference before convolving with the transmit waveform.
Let v[k] denote the input to the transmit waveform g after the
interference compensation, that is,

Lp—1

vIk] = s[k] = (i @)~" Y~ by, @vik —11.
=1

(10)
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The operation in (10) can be considered as pass-
ing the symbols s[-] through a feedback filter b%F =
(thg)_l[leLD, —thHg, s —thLD_lg], where 057,
denotes a 1 x Lp zero vector. The resulting MSE is then
given by
Lp—1
MSE™ = |ahf! ¢ — 17Py + > |ah/'g’ Py + |a|* Py,
=1

Y

where Py, the average power of v[-], usually requires more
power than Pg since additional power is needed for the sec-
ond term in (10) even though the causal interference part
leifl;lrl leh/g|?> can be completely compensated. Thus,
the benefit of performing interference pre-cancellation can
be impaired by the performance degradation caused by the
additional power. Especially when the noise power is more
dominant than the interference power, the interference pre-
cancellation cannot provide much performance improvement
and much of the transmit power would be wasted in performing
the interference pre-cancellation.

The problem of the increase of the transmit power can
be resolved by applying the Tomlinson-Harashima Precoding
(THP) [21], [22], which is to incorporate a modulo-A compo-
nent after the interference pre-cancellation at the transmitter,
and a modulo-A component before the symbol estimation at the
receiver. This technique is able to address the additional trans-
mit power problem in (10) because the modulo-A operation at
the transmitter folds the signal constellation into [—%, é), and
thus the average power is limited within the range regardless of
the interference power. The resulting block diagram is depicted
in Figure 2(a). The modulo-A operation, denoted as mod4 (-), is
to subtract element-wise the nearest integral multiple of A from
the input such that each element of the output is in [—%, %),
i.e., for an input v,

moda(v) =v— A {1 + lJ , (12)

A2

where | -] is the floor operator, which returns the highest inte-
ger that is lower or equal to the input value. Note that for
complex value, the modulo-A operator applies to both the real
and the imaginary parts independently. With different constel-
lation size of the symbol modulation (e.g., QPSK, 16-QAM,
or 64-QAM), the parameter A can be chosen accordingly to
minimize the modulo loss which will be explained in detail in
Section III-D.

C. Waveform Design With Interference Pre-Cancellation

The modulo-A component imposes nonlinearity to the design
of the feedback filter b. The nonlinear part can be moved to the
outermost of the system design such that the converted system
in Figure 2(b) is equivalent to the original system in Figure 2(a),
[29]-[31], where a and a’ denote integral multiples of A such
that the outputs of the modulo components are within the proper
range. We can focus on minimizing the MSE of the linear part
of the system, i.e., MSEM™ = E[||2 — u||?], where the super-
script IM denotes interference pre-cancellation, u denotes the
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(a) Block diagram of waveform design with interference pre-
cancellation for a single-user TR system.

(b) Equivalent block diagram of (a).

Fig. 2. Block diagrams of waveform design with interference pre-cancellation
for a single-user TR system.

symbol after adding a to the original input s, and # is the sym-
bol before adding a’ for the estimated symbol §. The MSE is
given by

MSEM(g, b, o) =
Lp—1
lel* Y Ihf'gl*Py + o] g — 1Py
=1
2Lp—1
+ > lahffg—bl*Py + Py, (13)
I=Lp+1

where Py is the average power of the modulo output. The
first term, |or|? ZILZD]_l |hf1 g|? Py, is the anti-causal interference
caused by the symbols transmitted after the current symbol. The
third term, leif;}rl |octh g — b[l]|> Py, is the causal inter-
ference caused by the symbols transmitted before the current
symbol. Our goal of the waveform design with interference pre-
cancellation is to jointly determine the parameters b, g and «
such that the MSE is minimized. It is clear that the optimal b[/]
should be chosen such that

il icxhﬁg, [=Lp+1...2lp =1

0, otherwise.

Substituting (14) into (13) and setting Py = 1 for normaliza-
tion, we can solve the problem of MSE minimization subject
to a transmit power constraint by a similar analysis as in the
derivation for (5). The optimal « and g are given by

Lp—1 -2
M —1pH H Py
o™= | Prhf | Y whf+ 51| hip (15
=1 max
Lp—1 p -1
_ N
gM=o""| Y hh!+ 5L b, (16)
I=1 max
The resulting minimum MSE is given by
Lp—1 P -1
N
MSEM=1-hf | > hhf + S| h, (A7)
I=1 max
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Examining the difference between (6) and (16), we can see
that g™ takes into account only the anti-causal ISI, which
comprises the 1st to the (Lp — 1) -th rows of the decimated
channel matrix H. The causal IS], i.e., the (Lp + 1) -th to the
(2L p — 1) -th rows, are not considered in gIM since they can be
compensated by the feedback filter b. The difference between
the resulting MMSE:s in (7) and (17) also demonstrates such
an effect.

The design of the optimal parameters can be summarized as
follows. First, the receiver gain o™ is determined by (15). Then
the waveform g™ is designed to suppress the anti-causal inter-
ference using (16) given o™. Finally, the coefficients of the
feedback filter b for interference pre-cancellation is obtained by
[14] given g™ and ™. Note that the calculation is performed
at the transmitter and at the decoding process the receiver needs
to compute the parameter o™ based on

(th gIM)*

= L )
>l hfgM2 4+ Py /Py

o™ (18)

which is derived by minimizing (13). The knowledge of the
equivalent channel coefficients, th gIM, VI, could be acquired
by channel estimation using a known training sequence. For
multi-user scenario, the equivalent channel estimation can be
similarly done by each user.

D. Bit Error Rate Analysis

The performance of the waveform design with interference
pre-cancellation can be analyzed by considering several losses
of incorporating the THP, including power loss, modulo loss,
and shaping loss [32], [33]. The power loss is due to the fact
that the modulo output still requires higher power Py than the
symbol power Ps. Since the modulo operation changes the
constellation to be repeated over the whole space and such
a change shrinks the decision region of those symbols at the
boundary of the constellation, when those boundary symbols
are transmitted, the received symbols may be misinterpreted
as wrong symbols and modulo loss occurs. Finally, the shap-
ing loss happens when the distribution of the transmit signal
becomes non-Gaussian since information-theoretically the opti-
mal input distribution is Gaussian while the modulo operation
generally produces a uniform distributed signal. The output of
the modulo operation is passed though the transmit waveform,
which considerably randomizes the distribution and tends to
give rise to a Gaussian-like distribution based on the obser-
vation in our numerical simulations. Hence, in the following
analysis, we neglect the shaping loss and focus on the power
loss and modulo loss.

The output of the modulo operation is uniformly distributed
when the interference to be compensated is large enough.
Considering both in-phase and quadrature components of v[-],
we can have Py = %2, where A is the modulo operation size.
The optimal choice of A depends on the constellation size
[34]. For example, A = 2+/2 for QPSK and the power loss is
4/3 ~ 1.25 dB. As discussed above, the modulo loss occurs
when the boundary symbols are transmitted, and thus depends



3648

=G ¢ S O mod 5,
Lo e
K

(a) Block diagram of waveform design with interference pre-
cancellation for a multi-user TR system.
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(b) Equivalent block diagram of (a).

Fig. 3. Block diagrams of waveform design with interference pre-cancellation
for a multi-user TR system.

on the constellation size. The bit error rate for QPSK can be

approximated by [35]
PISK 20 /i 20 3/i
b P51 + 02 Pisi + 02

1
1pg
+2 5 /—2"°2 — ..,
e \ Pist + o2

where Pis1 = Py ZleD]_l |th g|2. For higher order constella-

tion such as 16-QAM or 64-QAM, the analysis can be derived
similarly.

19)

IV. MULTI-USER WAVEFORM DESIGN WITH
INTERFERENCE PRE-CANCELLATION

In the waveform design with interference pre-cancellation for
the single-user TR system, the causal ISI is compensated by the
feedback filter and anti-causal ISI is suppressed by the wave-
form design. In the multi-user downlink TR system, we can
leverage a similar idea of compensating both the causal ISI and
the causal IUI by feedback filters, and suppressing both the anti-
causal ISI and the anti-causal TUI by the multi-user waveform
design.

Figure 3(a) depicts the block diagram of a multi-user TR
system with interference pre-cancellation. The wide arrows
denote the flow of a vector of data streams as the extension
of Figure 2. The feedback filter takes a vectored input and turns
out a vectored output. In the waveform part, each data stream is
convolved with its waveform g; and the outputs are additively
aggregated together to be the transmit signal.

To determine the causality of IUI and ISI, the ordering of
users for interference pre-cancellation has to be settled. Notice
that all users’ signals are transmitted simultaneously and the
causality of users is determined by the ordering of IUI com-
pensation. Finding the optimal ordering requires exhaustive
search over all possible permutations and is computationally
prohibitive. Moreover, as will be shown in Section V, the
overhead of searching may not be worthy since the amount
of interference with different orderings differs only in the
current symbols, which contribute a relatively small portion
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Fig. 4. Illustration of the causality of interference caused by symbols of users.

to the overall interference. In the following, we denote the
index of a user as its ordering. For user k’s Lp-th symbol,
sk[L p], the causal interference is caused by the symbols includ-
ing {s;[/],l < Lp,VYj} and {s;[Lp], j < k}; the anti-causal
interference is caused by the symbols {s;[/],/ > Lp,Vj} and
{s;[Lpl, j > k}. Figure 4 illustrates the causality of interfer-
ence for a multi-user system with K =5 and Lp =5, and
different causalities are separated by dash lines. When the cur-
rent symbol is s3[5], the symbols in the bottom left part of
Figure 4 serve as the causal interference to be compensated
by the feedback filter, and the symbols in the top right part of
Figure 4 are the anti-causal interference to be suppressed by the
waveform design.

Similar to the single-user case, we consider the linear part of
the equivalent system in Figure 3(b). The MSE of user k in can
be expressed as

K Lp-1

MSE; =Y > laxhfig; PPy + ) laxhiy g Py
j=1 [1=1 Jj>k

+ loghgt g — 11°Py

+ Y laxhiy, g — by [LplI* Py
j<k
K Lp-—1

+Y Y laxhiig; — bl Py + x> Py, (20)
j=1 1=1

where by [-] denotes the feedback filter of user k for compensat-
ing for the interference of user j’s data stream. In the following,
we aim to jointly design the waveforms {g;}, the feedback
filters {by}, and the gains {o4} such that the total MSE is min-
imized. It is clear that the optimal coefficients of the feedback
filter are given by

arhfig;, I=Lp+1,....2Lp— 1.V},

biilll = orl=Lp,j <k, (21)

0, otherwise.
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Substituting [21] into (20), we have

K Lp—1

MSE; =Y > laxhfig;*Pv + Y laxh{y ;> Py
j=1 I=1 >k

+ loghgt g — 1Py + |ax]* Py (22)

It can be seen that user k’s optimal waveform g relies on other
users’ optimal waveforms. Therefore, unlike the single-user
case, the closed form global optimal solution of the multi-user
problem is difficult to find. Hence, we propose two itera-
tive algorithms to search for locally optimal solutions. One
approach is an alternating optimization method and the other
is a gradient method. The convergence of both iterative algo-
rithms can be guaranteed by showing the monotonicity of the
objective functions during the iterations.

A. Alternating Optimization Algorithm

The alternating optimization algorithm is to iteratively opti-
mize over a restricted subset of all variables [24]. In this
proposed algorithm, we iteratively update the waveforms {gy}
and the gains {o4} to optimize the total MSE subject to a power
constraint. It will be shown that fixing one set of variables, opti-
mization over the other set of variables is a convex problem and
the closed-form solution can be derived. The total MSE in each
iteration is non-increasing and thus the alternating optimization
algorithm is guaranteed to converge.

It is easy to optimize the gains {oy} given a set of fixed
waveforms {g;} since the total MSE Zle MSE;, is a quadratic
function of {a;}. We can consider the first order condition, i.e.,
the first order derivative of the total MSE with respect to oy
equals zero. We can have

—1

K Lp—1 p
N
= (Lt e+ Y0 Y e+ o
X N \%
Jj=k j=1 I=1
g, Vi (23)

Next, we consider the optimization of the waveforms {g;} sub-
ject to a power constraint, with a set of fixed gains {o }. Directly
taking the derivative of the Lagrangian with respect to {gx}
leads to an expression in terms of the Lagrange multiplier
A associated with the power constraint. Solving A, however,
is quite difficult and arouses the need for numerical search.
Motivated by the technique in solving (6) where the Lagrange
multiplier can be explicitly obtained, we propose to keep the
ratio between {oy} fixed and optimize the corresponding {g}
so that the Lagrange multiplier can be solved explicitly. That
is, instead of fixing {o}, we fix &y = y_lozk, for all k, where

¥ =/ 2t 12|/ Pmax, which means >, |@k|? = Pumax, and y
is considered as a variable in the optimization problem. The

Lagrangian of minimizing the total MSE subject to the power
constraint, with variables y and g, Vk, is given by

K K
L(gi, . 8K, ¥, 1) = ) MSE + 2 (Z gi g — Pmax> :
k=1 k=1

(24)
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TABLE I
ALTERNATING OPTIMIZATION ALGORITHM FOR MULTI-USER DOWNLINK
WAVEFORM DESIGN

() Initialize oy — 1,Vk.
(ii) Loop :
1. Calculate waveforms: {gy} and v by (25) and
(26).
2. Calculate gains: {ay} by (23).
Until oy, {gr} and ~ converge or the max. number
of iterations is reached.

Taking the first order derivative of £ with respect to g,
we have

K Lp—1

D&,y + D D 1@, Phyhd

=<k j=1 [=1

—1 =%

gk =Y O

5o\l

—I hyr . 25
+ Py ) kLp (25)

Taking the first order derivative of £ with respect to y,
we have

K K
(z) (S am, et
k=1 k=1 \j<k
—1

Py (26)

K Lp-—1 P
+ 303 lahig? + = e
j=1 1=1

From (25), (26), and the power constraint » k g}:] gr = Pmax,
we can have A = Py. By substituting y and A = Py into (25),
the closed form solution of g; can be obtained.

The proposed alternating optimization algorithm, summa-
rized in Table I, is to fix one set of variables and optimize the
other set of variables to decrease the total MSE until conver-
gence or the maximum number of iterations is reached. When
the waveforms {g} are fixed, updating the gains {«y} can only
reduce the total MSE or keep it unchanged. Similarly, when the
normalized gains {@;} are fixed, updating the waveforms {g}
also makes the total MSE non-increasing. Thus, it can be eas-
ily seen that the proposed alternating optimization algorithm
always converges since the total MSE is always non-increasing
during the iterations and the total MSE is lower bounded by
zero. Note that the converged solution may not be a globally
optimal solution but it is a local optimum where none of the
two optimization steps can further improve the performance.

B. Gradient Algorithm

The gradient method, by iteratively updating the variables to
the steepest direction that decreases the objective function, is
able to locate the global minimum for convex functions, but
only a local optimum for a wide class of non-convex functions
[24]. We propose to remove the dependence of {cy} by substi-
tute (23) into the MSE in (22) so that the gradient method can
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TABLE I1
GRADIENT ALGORITHM FOR MULTI-USER DOWNLINK WAVEFORM
DESIGN

(i) Initialize g = hyr,,Vk, d = 1.
(i1) Loop:
(a) Calculate gradients: {Agy} by (29).
(b) Update waveforms: {g,(c")} by (30).
(¢) Line search:
If Y, MSE{™ > 3, MSE{" ™"
d=d+1,6M =1
goto (b).
else
n=n+1.
end if
Until {g;} converge or the max. number of
iterations is reached.

focus on updating {g;} only. Then the resulting total MSE as a
function of {g;} is given by

K K
> MSEq =Py Y (1 - t;1|gfhkLD|2) .Q@)
k=1 k=1
where
K Lp—1 p
n=3 Ii,elt )0 3 I+ )
jzk j=1 1=l

It can be easily verified that the total MSE in (27) is non-convex
in {gr}. The gradient of g; can be obtained as

()

0
Ag, &
8k Bgz

k

H -1 H 2 H ,—2

= Py | —hir by 1 +Z|g.,' hjrp"hjLp by ot
Jj=1

K Lp-—1
+3 03 lgfhy, Phphdi e (29)
j=1 I=1

The gradient algorithm is summarized in Table II, where the
waveforms are iteratively updated by

(n+1) (n) Agy”
8 =Pproje | & — S(n) n) . (30)
lAg, " II2

We choose the step size 8 to be the harmonic sequence
5, d=1,2,... for its good convergence behavior [24]. The
projection operator proje is to project the updated waveforms
into the constraint set Z,{(:l gf g = Pnax by normalization.
Note that by choosing a proper step size as described by the line
search in Table II, the update in (30) is guaranteed to reduce the
total MSE.

In each iteration, the total MSE generated by the proposed
gradient algorithm is non-increasing. By the same argument
that the sequence of the total MSE is non-increasing and
bounded below, the proposed gradient algorithm is guaranteed
to converge to a local minimum, where the gradient is zero.
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Fig. 5. Equivalent channels for pure waveform design and joint waveform
design.

V. NUMERICAL SIMULATION

In this section, we perform numerical simulation to study
the performance of the proposed waveform design. The Saleh-
Valenzuela channel model for indoor environment is adopted to
generate the instances of a multipath channel impulse response.
In the S.-V. channel model with 500 MHz sampling rate,
the average channel length is around 249. In the following,
we denote the waveform design without interference pre-
cancellation as pure waveform design, and denote the proposed
waveform design with interference pre-cancellation as joint
waveform design. In Figure 5, we plot the equivalent channels,
(g % h), i.e., the composite effect of the transmit waveform and
the channel impulse response. Figure 5(a) shows the equivalent
channel of using pure waveform design, and Figure 5(b) shows
the equivalent channel of using the proposed waveform design.
Since the proposed waveform design only suppresses the anti-
causal interference and the causal part is compensated by
the feedback filter, we can see that the causal interference is
untamed and significantly larger than the pure waveform design
in Figure 5(a). However, with the same degrees of freedom, the
proposed waveform design only needs to suppress about half of
the interference compared to the pure waveform design, and it
is able to achieve higher peak amplitude and better interference
suppression for the anti-causal interference.

Figure 6 and 7 show the single-user BER performance for
different waveform design schemes when D =1 and D = 3,
respectively. Basic TR denotes the traditional TR waveform,
which is the time-reversed and conjugated version of the chan-
nel impulse response. It can be seen that the joint waveform
design can achieve a remarkable performance gain at high
SNR region for D = 1 compared to D = 3. This is because
when D is smaller, i.e., the symbol rate is higher, and when
the signal power is more dominant than the noise power, the
interference is more severe and the joint design has a substan-
tial advantage under such a scenario. The theoretical analysis
of the BER performance for the proposed joint design with
D =1 is quite close to the simulated result. The theoreti-
cal BER of D =1 is more accurate than D = 3 due to the
fact that the analysis is greatly based on the assumption of a
Gaussian distributed interference, and a smaller rate back-off
factor results in more interfering multipaths, which makes the
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Fig. 6. BER performance comparison of the basic TR, the pure waveform
design and the proposed joint waveform design for D = 1 with S.-V. channel
model of indoor environment where on average L = 249.
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Fig. 7. BER performance comparison of the basic TR, the pure waveform
design and the proposed joint waveform design for D = 3 with S.-V. channel
model of indoor environment where on average L = 249.

distribution of the ISI more similar to a Gaussian one. Note
that in our previous work [8], the objective is to maximize the
sum rate, and thus it may not be fair to compare it with the
proposed joint design, which is based on minimizing the sum
MSE with interference pre-cancellation. The pure WD, i.e., the
waveform design without interference pre-cancellation for min-
imizing sum MSE, may be a better candidate for performance
comparison.

A typical convergence behavior of the two proposed iter-
ative algorithms is plotted in Figure 8 with K =2, D =2
and Ppax/ Py = 18 dB. The average number of convergence
for the proposed alternating optimization algorithm is 10.34 at
0 dB and 26.88 at 18 dB. For the proposed gradient method,
the average number of iterations is 7.49 at 0 dB and 48.51
at 18 dB. When P/ Py is low, the noise power dominates
the interference power, and thus the waveform calculation is
easier since a user’s waveform should be close to the basic
time-reversal waveform which is based its own channel and
irrelevant to others’. On the other hand, when the noise power
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Fig. 8. Convergence behavior of the two proposed iterative algorithms.

is low, the severe ISI and IUI greatly influence the perfor-
mance, and a user’s waveform has to take into account others’
waveforms to avoid the interference. Therefore, high Ppax/ Py
region typically requires more iterations for the algorithms to
converge.

For both the alternating optimization algorithm and the
gradient algorithm, the ordering of users has to be deter-
mined first. As discussed in Section IV, finding the optimal
ordering requires an exhaustive search. Heuristic algorithms
for finding a suboptimal user ordering, such as the ones in
[36], [37], can be adopted. Let us consider the initial step
in the alternating optimization algorithm, the o4’s are ini-
tialized to be the same, and by substituting the solutions
of gi’s into the MSE in (22), the resulting total MSE is
given by

K K
S MSE =Y Py (1 —hypTolhe, ), GD)
k=1 k=1

where

K Lp

Py
Ty, = ZhﬂjLDhgjLD + Z Zhﬂjlhf;’j, + P_vI' (32)
j<k j=11=1

We consider a greedy algorithm exploiting the fact that Ty,
does not depend on the particular ordering of {r;, j < k} for
the first term in (32) and the second term is the sum of all users’
causal ISI and does not rely on the overall ordering. Based on
this, once {7}, j > k} is determined, MSE; can be optimized

by choosing m;. We can sequentially choose ng, ..., 71, i.e.,
the greedy {nkG } can be determined by
G _ —1
my =arg  max hﬂkLDTnk hy, 1.,
g j>k)
fork=K,K—1...,1. (33)

However, such a greedy approach is not globally optimal since
first of all, the objective function in (31) is an approximation
since we assume {o} the same, and secondly, even if the glob-
ally optimal {7, j > k} can be found, the subsequent global
optimization of m; has to take into account all terms in (31)
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Fig. 9. Total MSE performance comparison of the alternating optimization
method and the gradient method for K =2 and D =2 with S.-V. channel
model of indoor environment where on average L = 249.
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Fig. 10. Average BER performance comparison of the alternating optimiza-
tion method and the gradient method for K = 2 and D = 2 with S.-V. channel
model of indoor environment where on average L = 249.

instead of only hy, 1. DT;k‘ hy, 1. ,, but such optimization is quite
involved and does not permit a better solution other than the
exhaustive search.

In Figure 9 and 10, we compare the total MSE and the aver-
age BER performance of the methods with K =2 and D = 2.
It can be seen that for the total MSE, the alternating opti-
mization algorithm performs slightly better than the gradient
method at high power region while it performs a bit worse at
low power region. However, such a difference does not appear
obvious in the average BER performance. The greedy order-
ing algorithm does not show any perceivable advantage since
the current symbols only contribute a small portion to the total
interference.

In Figures 11 and 12, we compare the proposed algorithms
with the zero-forcing (ZF) technique, which is well-known in
MIMO beamforming design and often considered as a bench-
mark in the high SNR regime. For the sake of benchmarking,
the S.-V. channel model is replaced with a simpler model,
i.e., the channel coefficients are i.i.d. Gaussian distributed with
variance 1/L, where the channel length L = 40, the number
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Fig. 11. Total MSE performance comparison of the alternating optimization
method, the gradient method, and the ZF technique for K = 4 and D = 5 with
Gaussian channel model of L = 40.
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Fig. 12. Average BER performance comparison of the alternating optimization
method, the gradient method, and the ZF technique for K = 4 and D = 5 with
Gaussian channel model of L = 40.

of users K =4 and the rate back-off factor D = 5. The ZF
waveform is computed by g%F = cZFHZmi’ €0, where Hapg x
denotes the matrix composed of the anti-causal interference,
{hgu =1,....,K;l=1,...,Lp—1} and {hj.fLDu <k}, as
its rows, and the last row of Hunix is hxr,,. The operator
()" denotes the Moore-Penrose pseudo inverse, the vector eg
denotes a vector with the last element being 1 and other ele-
ments are zeros, and ¢ZF is a scalar for power normalization.
The receiver gain o/f = (h,{fLDggF)* /(|h,{’LD g?|> + Py/Py)
is obtained by omitting the anti-causal interference and optimiz-
ing the MSE. This ZF waveform design ignores the noise power
and focuses on minimizing the anti-causal interference that can-
not be handled by the interference pre-cancellation technique.
From Figure 11, it can be seen that at very high SNR (more
than 33 dB), the ZF performs the best among the 3 designs
in total MSE. However, in Figure 12, the alternating optimiza-
tion method outperforms the other 2 methods at the high power
region. Interestingly, the advantage of the ZF in total MSE does
not carry over to the BER performance. The proposed alter-
nating optimization method, even with the sub-optimality in
total MSE, can still achieve a superior performance in BER
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compared with the ZF technique. ZF imposes a stricter con-
straint, which seeks to eliminate all the anti-causal interference
by choosing the waveform g; from the space that minimizes
the anti-causal interference, and this may suffer from reduc-
ing the intended signal strength. The proposed algorithms do
not have such a constraint and are able to strike a balance
between suppressing the anti-causal interference and enhanc-
ing the intended signal strength. For both the total MSE and the
average BER performance at high power region, the alternating
optimization shows a noticeable advantage over the gradient
algorithm. At low power region, the total MSE performance
of the gradient method is slightly superior than the alternating
optimization algorithm, but such a difference is imperceptible
in the average BER performance.

At high SNR, the gradient algorithm appears to have a floor
and performs worse than the alternating optimization algo-
rithm in the average BER performance. This is not always true
for each individual channel realization, but a statistical perfor-
mance. We believe that this performance difference is due to
how the algorithms tackle the non-convexity of the optimization
problem. Both algorithms aim to search for a local optimum.
The gradient algorithm transforms the optimization problem
into a function of {g;} by removing the dependency of {oy}.
Such a transformation may result in a highly non-linear func-
tion in terms of {gx}, which could lead to a worse solution if
the search is trapped in a worse local optimum. The alternat-
ing optimization algorithm, on the other hand, considers this
non-convex problem as two entangled convex problems, where
the global optimum of each problem can be efficiently found if
the solution to the other problem is given. We believe that the
alternating optimization algorithm performs better since it takes
advantage of the special problem structure, i.e., it utilizes more
information than the gradient algorithm.

As to the high-SNR slopes, it is worth noting that there is
no guarantee that the slope of the ZF technique in general is
worse than that of the alternating optimization algorithm since
the high-SNR slope reflects the degrees of freedom of the equiv-
alent channel, which are not necessarily be degraded by the ZF
waveforms. Thus, it is possible that the high-SNR slope of the
alternating optimization algorithm turns out to be the same or
better than that of the ZF technique at higher SNR than showed
in the figures.

In Figure 13, the proposed interference pre-cancellation tech-
nique is compared with the basic TR waveform and the pure
waveform design for the robustness to channel uncertainty. The
channel uncertainty model for the k-th user’s channel is given
by ﬁk = hy + ey, where ﬁk denotes the estimated channel vec-
tor, h; denotes the true channel with variance 0,12 for each
element, and e; is the estimation error with variance 03 for
each element. It can be observed that the proposed technique
performs the best among the three for most of the chan-
nel uncertainty region (0'62 / (ae2 + 0}%) < 0.82). Comparing
with the pure waveform design, the basic TR waveform is
more robust when the uncertainty is high. When the channel
uncertainty is very severe, the basic TR waveform is slightly
more robust than the others. However, in such a scenario,
none of the three waveforms are usable since the BER is
close to 0.5.
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Fig. 13. Comparison of the basic TR, the pure waveform design and the
proposed joint waveform design for BER versus channel uncertainty.

The spatial focusing performance of the proposed technique
can also be inferred from Figure 13. As the spatial distance
increases, the channel correlation between the two locations
decreases, and thus the channel uncertainty is higher. The
BER performance versus spatial distance is expected to be
similar to the trend in Figure 13. Therefore, we can infer
that the spatial focusing performance of the proposed interfer-
ence pre-cancellation technique is superior than the basic TR
waveform.

VI. CONCLUSION

In this work, we proposed the waveform design with inter-
ference pre-cancellation for wideband communication systems
such as TR systems by exploiting the symbol information
available at the transmitter. It was shown that the optimal
waveform design with interference pre-cancellation is to com-
pensate the causal interference by a feedback filter and to
suppress the anti-causal interference using the waveform. For
the multi-user scenario, the causality of both ISI and IUI
determines its similar role in the joint design. The resulting
multi-user waveform design is a non-convex optimization prob-
lem, for which we proposed two iterative algorithms, including
an alternating optimization algorithm and a gradient method.
Both algorithms can be guaranteed to converge to sub-optimal
solutions. For both the total MSE and the average BER per-
formance at high power region, the alternating optimization
shows a noticeable advantage over the gradient algorithm. At
low power region, the total MSE performance of the gradient
method is slightly superior than the alternating optimization
algorithm, but such a difference is imperceptible in the average
BER performance. Simulation results were shown to validate
the convergence of the proposed algorithms and demonstrate
the effectiveness of the proposed joint design, especially in
the high interference regime. As possible future extensions,
applications of the proposed joint design to the multi-antenna
scenarios can be attained by utilizing the idea of compen-
sating the causal interference and suppressing the anti-causal
interference.
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