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Low-Power Architectures for Compressed Domain
Video Coding Co-Processor
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Abstract—ow power as ade factois one of the most impor- device/process levelich as low-power video coder design has
tant criteria for many signal-processing system designs, particu- peen reported in [1], which uses QB VLSI fabrication tech-
larly in mult_lmedla cellular applications and multimedia system nology. As 0.25:m and 0.18&m CMOS technologies become
on chip design. There have been many approaches to achieve thlsmature eople tend to consider the low-power design toward
design goal at many different implementation levels ranging from 0 P f P P - g
Very_|arge_sca|e_integration fabrication techn0|ogy to system de- that dlreCtIOI’l. NeVertheIess, the cost Of deV|Ce/proceSS'|eVe|
sign. In this paper, the multirate low-power design technique will approach is the most expensive among all other low-power
be used along with other methods such as look-ahead, pipelining techniques because it requires the investment of new semicon-
in designing cost-effective low-power architectures of compressed ductor equipment and technology, which is beyond the budget

domain video coding co-processor. Our emphasis is on optimizing f t I tart . Furth it tak
power consumption by minimizing computational units along the OF Most smafl or Star-up companies. ‘FUMNETMOre, It IaKes

data path. We demonstrate both low-power and high-speed can time for the fabrication technology to be mature enough for
be accomplished at algorithm/architecture level. Based on the cal- mass production and for the computer-aided design (CAD)
culation ar_1d sir_nulation results, the design can achieve significant tools to handle those “deep submicron” effects. Other than
g?\tl\fllir sg‘e’hnsgif'ﬁégfsrange of 60%-80% or speedup factor of tWo  geyjice/process-level approach, recently wide techniques are
' used to achieve low-power, cost effective architectures for
Index Terms—Compressed domain video coding, DCT, video coding system [2]-[4]. Those designs are achieved under
low-power architecture, motion estimation. the current technology without investing and waiting for the
new expensive devices, advanced VLSI fabrication technology
and CAD tools.
In this paper, we design the low-power video coding co-pro-
. INTRODUCTION cessor at thalgorithm/architecturdevel, which provides the
N RECENT vyears, the need for personal mobile confPoSt leveraged way to achieve low-power consumption when
munications—‘anytime, anywhere” access to multimedigoth effectiveness and cost are taken into consideration [5]. Ba-
and communication services—has become increasingly cledgally, the algorithm/architecture low-power design is achieved
Digital cellular telephony, such as the U.S. third-gener@-y reformulating the algorithms and mapping them to efficient
tion code-division multiple access PCS and the Europel@yv-power VLS architectures to compensate for the speed loss
GSM systems, have seen rapid acceptance and growth in ¢agSed by lowered supply voltage. We emphasize on optimizing
marketplace. Due to the limited power-supply capability dhe power consumption of the video coding co-processor design
current battery technology, low-power design to prolong tHy minimizing computational units along the data path. Let us
operating time of those mobile handsets becomes vital qyplain our idea in more detail. The conventional hybrid mo-
success. On the other hand, as the VLSI fabrication technoldif-compensated DCT video coding structure adopted by the
advances, it becomes feasible to design the entire multimegigndards is not optimized in terms of hardware complexity be-
systems on a single chipsystem on chipHowever, the high cause both the motion estimation and DCT/IDCT units, which
power dissipation of the chip calls for extra cooling deviceg?hsume 80% of the design [2], [6], [7], cannot be combined
and expensive packages to dissipate the generated heatodgther into one unit. Thus, the following question can log-
increases both the weight and cost of those systems thus iffdly be posed: “Can we estimate motions also in the com-
need for low-power design becomes essential. However, f&ssed domain so that we can optimize the power consump-
development of low-power multimedia systems is still in it§0n by reducing the computational units?” In the category of

infancy. The low-power video coding systems achieved §PMpressed-domain motion estimation, three-dimensional fast
Fourier transform (3D-FFT) has been successfully used to es-

, _ _ _ timate motion in several consecutive frames [8], [9]. But this
Manuscript received July 20, 1999; revised March 24, 2000. This work was hi ibl ith th dards b .
supported in part by the Office of Naval Research Grant N00014-93-10566 &»aProach is not compatible with the standards because It re-

the National Science Foundation SF NYI Award MIP9457397. The associ@jelires processing of several frames rather than two. Moreover,
editor coordinating the review of this paper and approving it for publicatiophe FFT operating on complex numbersis not used in any video-
was Prof. Mohammed Ismail. . . . .

J. Chen is with Bell Laboratories, Lucent Technologies, Murray Hill, N.():Odmg standards and the gIObaI routing structure Is undesirable
07974 USA. in VLSI design. Fortunately, the standard complied solutions,

K. J. R. Liu is with the Electrical Engineering Department and Institute fojha fuIIy DCT-based motion Compensated video Coding algo-
Systems Research, University of Maryland, College Park, MD 20742 USAth h b ided in 1101, 1111, A Il k h
(e-mail: kjriu@eng.umd.edu). fithms, have been provided in [10], [11]. As we all know, the

Publisher Item Identifier S 1520-9210(00)04965-8. phase of Fourier transform of the shifted signal encapsulates the

1520-9210/00$10.00 © 2000 IEEE



112 IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 2, NO. 2, JUNE 2000

Fig. 2. lllustration of the compressed domain video co-processor design.
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readily applied to high-speed video communication with the

computation orthogonal principle (u,v)
Inverse
Quantization
speedup factor of two under normal supply voltage i.e., 5 V. Or,

~+ the same design can operate at two-time slower operating fre-
guency under lowered supply voltage (3.08 V) while retaining
Compressed Domain the original data throughput rate. It enables us to achieve sig-
Motion Estimation nificant power saving in the range of 60%-80% without sac-
rificing system performance (refer to the detailed discussion
Fig. 1. Fully DCT-based motion compensated video coder structure (Hdater). Therefore, our low-power design can smartly conquer
motion estimation is achieved in DCT domain). both low-power and high-speed requirements, which are often
considered to be the problems of opposite natures, at the needs

information about the shift. Based on the same argument, ®feusers.

authors discover that the motion information of P or B frame is The multirate low-power design technique [16], [17]
actually embedded in its DCT coefficients. In other words, th#ill be used along with other low-power design methods
motion can be extracted based on the DCT coefficients of thdch as look-ahead, pipelining in our design to achieve
block in current frame (P/B) and its corresponding one in pré&w-power/high-speed performance. In what follows, we ex-
vious frame (I/P). The overall system architecture is shown ffain the detailed design of our compressed domain low-power

Fig. 1. The main advantages to adopt such an approach are li3t€§0 coding co-processor. Then we present the simulation
as follows. results in Section Il to demonstrate the performance of our

design. Finally the paper is concluded in Section IV.

e From the implementation viewpoint. We can save
silicon area significantly by naturally accommodating
both DCT and motion estimation processors into one pro-
cessing unit (based on the VLSI implementation results, As we have pointed out earlier, the block matching ap-
the chip size of our combined design (DGT half-pel proach estimates the motion by the best matching while the
motion estimation) under normal operating condition isompressed domain approach estimates the motion by com-
smaller than or about the same as those block-matchipgring the energy, in terms of the DCT coefficients, of the
designs alone without DCT/IDCT unit [12]). This niceshifted images. Although it is not as intuitive as those block
property is very useful for our low-power design atmatching methods, it is helpful in understanding this scheme
algorithm/architecture level. by consideringpseudo-phasén compressed domain design

* From the system delay viewpoint: The DCT can be analogous tghasein Fourier transform. In other words, the
moved out of the feedback loop and thus the operatingmpressed domain approach is based on the principle that
speed of DCT can be reduced to the data rate of therelative shift in the spatial domain results in a linear phase
incoming video stream. Moreover, IDCT is now removeghift in the Fourier domain. The proposed low-power design to
from the feedback loop thus there are only quantizers anghlize such a compressed domain scheme has fully pipelined
compressed domain motion estimator in the loop. This nparallel architecture, as shown in Fig. 2. It consists of four
only reduces the complexity of the coder but also reducesajor processing stages. Here we are only considering the
the system delay without any tradeoff of performance. combined design of DCT and motion estimation units, which

+ From the algorithm viewpoint: It reduces overall com- serves as the computing engine or co-processor of the whole
plexity significantly compared to the hybrid motion-comvideo coding system. The moticfx, v) can be estimated by
pensated DCT video coding schemes in the standards kgking the current and its reference blocks,and z,_; with
cause the overall complexity is now dominated by DCihe size of N x N, as inputs. If these two blocks differ by a
computation instead of block matching. translational displacement, then the displacement can be found

Due to its DCT-based nature of the algorithm, the fullfpy locating the peak of the inverse two-dimensional DCT (2D
CORDIC-based (COordinate Rotation Digital Compute [13[PCT) transform of the normalized pseudo-phase function of
architectures, under normal operating condition, and its cori@ese two blocks as follows:
sponding signal chip VLSI implementation have been proposed
in [12], [14], [15]. IDCT{normalized pseudo phages

In this paper, we extend the video coding architectures in [14], where pseudo phases F(X;, Z;—1) (1)
[15] for low-lower applications. All advantages mentioned in
the CORDIC-based design, i.e., high throughput, numerical steéhere pseudo phases is the functiongfand Z,_,, X, =
bility, multiplier-free, modular and solely local connected propPCT{z:} and Z;,_; = DCT{x;_, } aretype-ll andtype-
erties are also inherited in our low-power design. Based on tBET coefficients, respectively [18]. (In video coding standards,
calculation and simulation results, the proposed design canthetype-ll DCT has been used). Notice that the motion vectors

Il. Low-PoOwWERHIGH-SPEED ARCHITECTURES
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- starting fromz(¢) and ending withe(¢ 4+ V) is defined in [21]
as
= Pipelining | — t+N-1
5] 7 . .
€. design for t1 Multirate design ey 2 kmw 1
g DCT co- for pseudo-phase Xi(k) = Nc(k) Z a(n) cos N (n—1)+ 9
& |, |efficients X, computation n=t
E Xt-1| conversion kef0,....N -1}
2 HAE km 1
X (k)= =C(k in|— — )+ =
T oD | gk i (k) = 5 C(k) nz::t w(”)SIH{N [(ﬂ )+2”
- ked{l,...,N}
=5 where
Two-stage look- g; g: Two-stage look-
ahead type-IT @ w ahead half-pel 1
DCT/IDCT coder » = 5 motion estimator (k) = { — fork=0o0orN
F(in; =% 1,  otherwise
G(m,n) é”
Ly N Here,t is the time index.
Macroblock pixels Integerpel  Half-pel The two-stage look-ahead time-recursive updating of DCT
of current image Motion Vector Motion Vector and DST coefficients is given by
Fig. 3. Floor-plane of low-power compressed domain video coding 2 N1
CO-processor. Xio(k) = NC’(k) Z z(n)
n=t+4+2
are limited to the block size. If the motion vectors go beyond X COS [k_ﬂ {(n —t—2)+ 1”
the block boundary, the motion vector (,0) will be used, N 2
instead. 9 t+N+1 i 1
The detailed floor-plane of our low-power/high-speed video = —C(k) Z x(n) cos [_W [(n —t)+ _”
co-processor design is shown in Fig. 3. It is shown that dou- N n=t-+2 N 2
bling the accuracy of motion compensation from integer-pel to oL 5 N1
half-pel can reduce the bit-rate by up to 0.5 bits/sample [19], x cos T 4 = (k) Z z(n)
[20]. Therefore, a two-stage look-ahead half-pel motion esti- N N neto
mator is included in our low-power design, as shown in Fig. 3.
. . . ol Ew 1 . 2kw
In other words, our co-processor can estimate motion at either xsin|—— [(n—t)+ = || sin — 2
int-pel or half-pel resolution based on the needs of users. Next, N 2 N
we will focus on the design of each building blocks of the com-
pressed domain video coding co-processor.
2 t+N+1
Xipa(k) = SO() Y a(n)
A. Two-Stage Look-Ahead Type-Il DCT/IDCT Coder n=t+2
.|k 1
Unlike the conventional DCT coder design using matrix X Sm[ﬁ {(” —t-2)+ 5”
factorization, we adopt the time-recursive DCT [21], [22]
which is able to simultaneously generaige-Il DCT and 2 N CTkr 1
discrete sine transform (DST) coefficientsce and X =" > w(n) Sln[ﬁ [(n —t)+ 5”
needed to compute the pseudo-phase function. Furthermore, in n=t+2
real-time video signal processing, the data arrive serially. The ohr 9 t+N+1
traditional transformation algorithms [23] buffer the incoming X 08— — Nc(k) Z x(n)
data and then perform the transformation with the complexity n=t+2
of O(NlogN) while the time-recursive approach merges L 1 2k
the buffering and transform operations into a single unit of X COS[W [(” —t)+ 5” S ®3)

total lower hardware complexit(N) (Here N is the block

size). Most importantly, due to the inherent time-recursivBoth (2) and (3) can be combined into the following equation:
characteristic, we can udeok-aheadmethod to reduce the

power consumption. In principle, the speed-up provided by [ X7, ,(k) cos 2= sin 22 [ X7 (k)
look-ahead compensates the speed loss caused by reduce = (4)
supply voltage at the cost of increasing hardware complexity. | X7, ,(k) —sin 28T cos 2ET | | X# (k)

1) Two-Stage Look-Ahead DCTrhe type-Il one-dimen- - -
sional DCT/DST (1D-DXT-Il) of a sequential input datawhereXy, ,(k)is related toX7(k) and X7, ,(k)isrelated to
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X (k) by
t+N+1
Xipo(k) = %C(/f) > a(n) cos[l%r [(n —t)+ %”
n=t+2
9 N1 o .
= NC’(A) nz::t z(n) COS|:F [(n —t)+ 5”
2 O(ka(t+ N + 1>cos[’jv <N+ ;‘)}
+ %C(/f) (t+ N)cos % <N + %)}
2 3k
— NC(/{:) (t+1)cos [W}
2 k]
- NC(k)a:(t) COS|:2N
= X7 (k) + %Ow—x(t) (1)t £ N)]
X cos o4 2Ot +1)
+(=1) ‘QT(t + N+ 1)]cos %,
tHN+1
Xia(k) = %C(/%) Z z(n) sm[ [(n —t)+ %”

n=t+4+2
t+N-—1

n=t

+ 2 C(k)e(t+ N+ 1sin {%ﬂ <N + g)}
+ %O(k)x(t +N) Sin[kﬁ7r <N + %)}
2 .| 3k
_ Nc(k)x(t + 1)sin [W}
2 |k
— NC(k)a:(t) sin {2—]\&
_ XM+ %O(k)[—x(t) + (= 1)*a(t + N)]
X sin §_N + NC’(k)[—aZ(t +1)
+(-1) ‘a:(t—i—N—i—l)]sinzk—]z;. )

Based on the above derivations, we can combine those equations

together and get

[3o]<

2kw
COs N

2kw

N

L oy
(
(

sin

—sin

BRI e
SO Zow | o]
- { (- >”<t+N> }
\ ~a(t +1) + (~1)¥e(s + N+ 1)

(6)
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1),...] for a specifick. The initial values of the transformed
signalsX; (k) and X} (k) are set to zero so are the initial values
in the shift register in the front of the lattice module, as shown
in Fig. 4. In the high-speed image system such as HDTV, digi-
tized images are available in a sequential or stream fashion. In
the conventional approaches, the serial data is buffered and then
transformed. Waiting for data to become ready will cause addi-
tional delay, which is not desirable for real-time service. In our
time-recursive design, those input sequejpce), (¢ + 1), . . ||
shifts sequentially into the shift register. Then the output signals
XH2(k)andX!*%(k),k=0,1,...,N—1, N, are updated re-
cursively according to (6). The multiplications in the plane ro-
tation in (6) are replaced by three CORDIC processors. After
the input datume(t + N + 1) shifts into the shift register, the
DCT and DST coefficients are dually obtained at the output for
this indexk. To improve the throughput and reduce the latency,
a parallel lattice array consists &f such lattice modules can be
used for parallel computations.

2) Two-Stage Look-Ahead Inverse DCThetype-llinverse
IDCT is defined as

tHN—

ZC—t (k)

xcosK 2;1>(/€—t)7r}; nef0,.. N

The two-stage look-ahead time-recursive updating of IDCT co-
efficients is given by

~ 1)

g tENF
254 5(n Z Ok —t —2)X(K)
k=t+2
2n+1
xcos[( 5N )(k—t—Z)W}
g tENF
Z Ok —t —2)X(K)
k=t+2
2n+1 2n+1
xcos[( 5N )(k—t)w} COS|: I 7T:|
g tENF
+— > Ok —t—2)X(K)
k=t+2

n—+1

x sm[(%;;\; 1) (k — t)w} sm[2

We can rewrite (7) as follows:

7T:| . (1)

[wm(n)} _ [ I'e(2)
wiia(n) —I.(2)
wherel'.(m) = cos(33 )mm andl',(m) = sin( 2+ )mar.
The reason to introduce the auxiliary variabtg ,(n), which
is defined as

Fs@)} [3714—2( )} ®)

r.(2)] | #85,(n)

t—l—]\ —1

z{°(n) = ZC —HX(k)

The following illustrates how this dually generated DCT and

DST lattice structure works to obtain the DCT and DST with a

series of input datée(¢), z(t + 1),...,2(t + N),z(t + N +

;1>(k—t)7r}; nelo,....N

—1}

. [(2
X sin
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Fig. 4. Two-stage look-ahead type-Il DCT/IDCT coder, the switch setting is for DCT and the complementary setting is for inverse IDCT compuigtion. Her

“CIRC FWRD" stands for circular forward rotation which is one of the CORDIC operating mogies= 1, = — 0). Z =2 unit stands for delaying the data by
two clock cycles.

is to keep the lattice structure for numerical stability and muBased on the above derivations, we can combine those in (9)
tiplier-free architecture. Andyy, ,(n) is related toxf(n) and together and get
z{7,(n) is related tary*(n) by

o HENHL B -

aj; 2(”) x;(n) __r_X(t)

Ty o(n k;Q Clk—t—2)X(k) {x‘t%?(n)} [a:g;@g) +_F (1;)\/05 }_QX(t o
XCOS|:<27;;1>(k—t)7T:| + _Fs(l) Fc(l) |:(_1)n%\rX(t+N+1):|
2 1 Fc(2)
b= (—=-1)x@t+2)
= i) = § X () = X+ DI Vi [w)}

Tl zxe+ N (10)

2 /1 )
‘2 <ﬁ _ 1) X(t+2)T(2)
_ (_1)"%X(t+N+ DI.(1),

get
sy (5
xsmm;l) uf_m} -5 8l
= () - X+ LW+ 3 (5 1) VLA | e ]
) +3{_Fc(1> Fs(l)} [ ) —X(t+1) }
X X(t+2)T5(2) + (—1)" = X(t+ N) N | -T.1) L) | (~0)"X(E+N+1)
) +% <%_1> {X(t0+2)}
+ (—1)"’NX(t+N+ DIe(1). 9) . (11)
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Notice thatz$*(n) is just an auxiliary variable to keep the TABLE |
lattice structure. The real variable which we are interested in is COMPARE THE TRADE-OFF OF HARDWARE
. . . COST AND POWER SAVING FOR LOOK-AHEAD DESIGNS
x$(n), which is defined as
Stages of | Supply voltage | Percentage of Percentage of
9 N 9 1 look-ahead power saving | hardware increasing
s : n+ 2 3.08V 2% 150%
zi(n) = — Clk —t)X(k)sin k—On : ° 0
i(n) N Z ( )X (k) 2N ( ) 4 2.11V 89% 250%
k=t+1 ) 154V 95% 150%

ne{0,....N—1}. (12)

t%ubstitutingvdd = 5VandallV, = 0.7V, we find that for a
two-stage look-ahead system (i.&,= 2) a supply voltage of
Viq = 3.08 V is necessary for the two propagation delays to
equal each other. In other words, we achieve low-power design

By following the similar procedure as above, we can rela
xio(n) toxfiy(n) as

Tiyo(n) = afis(n)le(1) + [a:erQ(n) while still keep the same system throughput.
) . The dynamic power consumption of a CMOS circuit is given
+=(1-—=)X@t+2)| I, by
TP |
P = aCiotaV, 17
+(—1)"% <i2—1>X(t+N+1). woratVaa )

where« is the average fraction of the total node capacitance
being switched (also referred to as the activity fact6k),.; is

the total switching capacitancg,, is the supply voltage anfi

is the clock frequency. By employing (17), we get the ratio of the
power consumption of two-stage look-ahead design,;age,

to the power of original desigr,.;, as

21
(13) Prsiage _ Casiage <3.08 v) 2/ _oos
Pdct Cdct 5V f

wherex stands fordon't care . - .
* where f is the original operating frequency/>_siage and

Both two-stage look-ahead DCT computation in (6) and ité, o .
inverse counterpart, IDCT computation in (11) and (13), urzd<t represent the total switching capacitances of look-ahead

dergo the similar computing procedure except for minordiffeir"‘—nOl its original implementation. Provided that the capac-

. . - tances due to CORDIC’s are dominant in the circuit and
ences in the input data and rotation angles. In order to save chi . .
. . = . are roughly proportional to the number of CORDIC’s, we
area, we can interleave them into a unified structure which con-

) ) R get Oy gtage ~ (3/2)Cuct because the low-power design
tains three CORDIC's, as shown in Fig. 4. requires three CORDICs while the original design needs two

Clearly, the Iook-ah_eqd system can b.e clocked at t\'\.lo't'.n?:eORDIC’s. Overall the look-ahead design results in 72%
faster rate than the original system for high-speed application.

: , : power saving without sacrificing the system throughput at
Or, by reducing the supply voltage frofq to Vyy, we increase thF expense of 50% hardware overhead. In essence, we trade

the propagation delay of look-ahead system until it equals to th .
silicon area for low-power consumption.

8]: tvhi?;lgli?/iLsg;tem' The propagation delay at supply VOItageBased on the same approach as two-stage look-ahead design,
we can extend to four-stage look-ahead design and beyond. Let
Cr Vi us look at four-stage look-ahead design. By substituting—
————3 (14) 5V, V; =0.7VandK = 4 into (16), we gefVj, = 2.11 V.
«(Vaa = V) The ratio of the power consumption of four-stage look-ahead
design,Pi_siage, 10 Pucy 1S

tpa(Vaa) =

whereC?y, is the capacitance along the critical pdthijs the de-
vice threshold voltage, ands a constant which depends on the

21
process parameters. Fht-stage look-ahead system, the prop- Pictage _ Cistage <2-11 V) if
agation delay is Paet Clet 5V f
5/211V\’1
7 L o :_<—r ) S — 011
fpa(Via) = - (15) 2\ 5V /4

K (Vig— Vi)
Our studies have revealed that the power saving is generally
By equatingt,a(Viy) in (15) tot,a(Vaa) in (14), we get the increased by employing more look-ahead stdd€s However,

following equation: beyond a certain “critical point{ K = 4), the percentage of
further power saving is small while hardware cost is increasing
Cr, Via _ CrVaa (16) drastically. The results are listed and plotted in Table | and

K cViy— V)2 e(Vaa —Vi)? Fig. 5, respectively. To illustrate the concept of our low-power
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500%

Hardware cost

—————— Power saving

400%

| 300%

Increment

| 200%

100%

Look-ahead stages/steps

Fig. 5. Power saving and hardware cost increment for different look-ahead systems.

design, we choose two-stage look-ahead in this paper for outn order to calculate the pseudo phasestype-IDCT coeffi-

low-power DCT coder design. cients of previous blockz;¢, (k,1), Zg7 1 (k, 1), Z;°(k, 1) and
Because 2D-DCT can be decomposed into two-stagi®,(k,l) such as

pipelined 1-D computation, we therefore adopt the same

approach as in [14] to extend our low-power DCT design to 4 No1N—1
2-D q§5|gn. As a result, it is able to output faype-Il DCT ze (k1) = FC(/C)C(z) Z Z z_1(m,n)
coefficients X7<(k, 1), X*(k, 1), X;°(k,1) and X;*(k, 1) such =0 n—=0
as X sin kl(m) cos l—ﬂ(n)
N N ’
4 N-1 forke{1,...,N—-1}, le€{0,...,N} (19)
X2 (k1) = 55 C(R)C() > z(m,n)
m,n=0 are needed. However, it is undesirable to compute thgsee|
X COsS [kl(m + 0.5)} sin{l—ﬂ(n + 0,5)} cc_)ef_ficients separately frortype-Ii coeffici_ents_oth_erwise it
N N will increases overall hardware complexity significantly. As
forke{0,...,N—1}, le{l,...,N} (18) a matter of fact, this problem can be circumvented because

those type-1 DCT coefficients can actually be obtained by
the plane rotation of its counterpaytpe-Il DCT coefficients,

simultaneously, as shown in Fig. 6. Xee (b0, X2 (B, 1), Xz, (k1) and X722, (k, 1), which are
stored in the array registers as shown in Fig. 3. Thgpe-I
B. Pipelining Design for DCT Coefficients Conversion andtype-lI DCT coefficients are related as follows:

Pipelining is the most commonly used technique to achiever cos 6 cos ¢ cos @ sin ¢ sinfcos¢  sinfsin¢

high-speed. The main idea behind is to insert flip-flop between| —cosfsin¢ cosfcos¢p —sinfsing sinécose
m consecutive pipeline stages so that the delay through the crit- —sinfcos¢ —sinfsing cosfcos¢ cosfsing
ical path can be shortened by a factorafAs a result, the speed sinfsing —sinflcos¢p —cosfsing cosfcose

of the system isn times faster than that of the original system xee (k1) zee (k1)

at the penalty of increasing system latency. On the other hand, Xee (k1) ze2 (kD)

the pipelining can be used to compensate for the delay incurred * Xpe (kD z< (k1) (20)
in the low-power design when supply voltage drops. X722 (k1) z32 (k1)
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Fig. 7. Pipelining design fatype-Ilto type-IDCT coefficients conversion.
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Fig. 6. The 2D-DCT computation.

Input Output
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(a) Original Design
Input P ?
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: Computation :
71 : = z!
Y Pseudo-phase 5 Y Output
: Computation :
“«— < > >
Operating half Operating Operating
frequency ! frequency frequency

(b) Multirate Design

Fig. 8. Multirate design for pseudo-phase computation.

design,Pipe, to the power of original desigotator, IS given
by

P)i)e . 21
_-pwpe é 3.08V 27 _0.19
Protator 4 5 V f

which leads to 81% power saving at the cost of increased system

wheref = (kx/2N), ¢ = (Ix/2N). This DCT coefficient latency. Here the operating frequengys the same as that in
conversion can be realized by two-stage orthogonal plan roRCT coder because our low-power design is a synchronous de-
tions as shown in Fig. 7. By inserting flip-flog®) across the Ssign.

feed-forward cut-set, we can achieve high-speed design. Now ) ) )

the pipelining design can run two-time faster than the origin&l: Multirate Design for Pseudo-Phase Computation

design because the critical path has been halved. Or, we can réther than pipelining, parallel data processing is another
duce the power supply voltage from 5 V to 3.08 V based on tliequently used technique to achieve high-speed design. In
same argument as in (16) while still maintain the original systepminciple, the desired functions are decomposed into indepen-
throughput. The ratio of the power consumption of pipeliningent and parallel small tasks. Then the small tasks are executed
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Fig. 9. Schematic diagram of decomposib§C(u, v) computation.
concurrently and individual results are combined together. The * Xge(k, 1)
well-known “divide-and-conquer” strategy is one of these kinds | /(%) | _ | X;*(k,0)
of parallel processing. The goal of parallel processing is to a(k,l) Xpe(k, 1)
utilize each processing element (PE) fully to achieve maximum * X7 (k1)

data throughput rate. Therefore, this feature is very suitable
for high-speed data processing and its modular design is very
desirable for VLSI implementation. The multirate approach

used in this paper is belongs to this category.

Traditionally, multirate technique is widely used in subban\ghere (m. ) is the integer-pel displacement afig , is the

. . S X -ph \Y r. For illustration pur h -ph
coding-based compression of audio/video signals and |ﬁeUdOp ase vector. Forillustration purpose, the pseudo-phase

trans-multiplexers that convert between time and frequencomputation module in the original design is shown in Fig. 8(a)
division multiplexing [16]. Our interest, on the other hand, i lease refer to [14] for the detail design). Here the processing

. ; te of the operator has to be as fast as the input data rate.
to apply this technique to compensate the speed loss due% P P

| d | It to simpl d-up the desi y employing multirate low-power design, the pseudo-
owered supply voitage or to Simply speed-up thé design undp‘ﬂases are computed from the reformulated circuit using the
normal condition. The pseudo-phase functiofig:,?) and _decimated sequencéd/ = 2), as shown in Fig. 8(b). The

g{k, ) of integer-pel displacements can be obtained by SOIV”cl;t(%jditional concurrency is obtained by dividing the data stream

the following system equatiofi.0] into odd and even sequences. Both pseudo-phase computation
modules process such sequences concurrently and individual

o (K1) @, (k1)
fork,le{1,...,N -1} (21)

ZZ (k) =252y (k1) =Z2y (k1) Z22 (kD) outputs are then combined together. Now the multirate design

22 (k1) 2y (k1) =22 (kD) =220 (K D) operates at two different rates. Because the operating frequency

2oy (kD) =22, (k1) 2720 (kD) =252 (K D) of pseudo-phase computation is reduced to half of the input
Lzpyk ) zee (k) 2 (k1) 270 (kD data rate while the overall throughput rate is still remained

Zi 1 (kyl) the same, the speed penalty therefore is compensated at the
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Fig. 10. Programmable module for low-power half-pel motion estimator. Here the “Interface connection” is set based on Table II.

architectural level. With the similar argument stated previously TABLE I
in Section 1-A2, we can keep the overall throughput rate PARAMETERS FORDIFFERENT PHASES IN (40) AND (41)
while reduce the power supply voltage from 5 V to 3.08 V. 7 g r T
The multirate design needs 20 CORDIC'’s, which is twice J | R@n) |R@2n+)) R(2n+2)
the number of CORDIC'’s in original design plus additional || ete ¢ e—¢
down/up-sampling devices. Provided that the capacitances 0 ¢ 9
due to CORDIC’s are dominant in the circuit, the ratio of the ~ L B [ R(nt3) Rin+1)
power consumption of multirate desighR,,.1i:;, to the power of M T’Jora Z K 5 b
original design Pphase, Can be obtained as -

N 0 0 0

i 20 (3B VAT2 38 Rew=| N T |

-Pphase 10 OV f _ 12 w2 N N I
e=—Znek )i (= (-1)"go(kt+ N)in=—xg(k t+1);
9= (-1)"Fglk, i+ N+ 1);6=(-1)"}(J5 - Dg(k,t+ N +1};

Overall, we can achieve the power saving of 62% or the
speed-up factor of two at the cost of doubled hardware com-

plexity. decomposed to row-then-column 1-D search. The decomposi-

tion search looks for the peak value of each row, followed by
a column search of the previous results. If we fail to locate the
As we have pointed out in the introduction, the translationgkak e.g. the motion vector goes beyond the block boundaries,
displacement can be found by locating the peak of the inverts® motion vector of(0, 0) will be used, instead. Since it is
2D-DCT transform of the normalized pseudo-phase functiofully pipelined, we can insert flip-flops after the peak search of
Unlike full search block matching, this peak-search is a quigach row. Therefore, we cut the critical path by half and get the
straightforward process because we only need to locate the mlaw-power design. Based on the same argument in Section 11-B,
imum values of the 2-D matrices. The 2-D search can be simgiyachieves 81% power saving under 3.08 V supply-voltage.

D. Pipelining Design for Peak-Search
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Fig. 11. Block diagram for computingSC(«, v). Here the “module” refers to the one in Fig. 10.
E. Two-Stage Look-Ahead Half-Pel Motion Estimator indicates the half-pel motion as illustrated at the upper right

. . , _corner of Fig. 9. Next we will explain how to adopt look-ahead

To obtain motion at half-pel accuracy, we first compute the 'r}:{pproach mentioned previously to achieve the low-power
teger-pel motion vectorsn, n) then use “two-stage Iook-aheadhahc_peI motion estimator architecture
half-pel motion estimator” in Fig. 3 to compute the half-pel mo- By taking a close look at (22) and (23), we observe that both
tion vectors. With such an approach, we can avoid conventimﬁé@(u v) andDCS(«, v) computations are similar. Here we
interpolation procedure to determine the half-pel motion VeCtoﬁ§eDSb(u v) comput:altion as an example, the sarrlwe approach
byronlydcon3|der|ng ths nine postuomse {md_' 0.5,m, m + | can be applied tdYCS(u, v). In order to figure ouDSC (u, v),
0.0}. andv € {n — 0.5,n,n + 0.5} Isu.rroun ing mt(re]ger-pe Iwe can decompose its 2-D computation into two-stage hierar-
motion vectorsm, n) [11]. As aresult, it decreases the OVera!:hic 1-D calculations as illustrated in Fig. 9. As a matter of fact,

complexity and avoids undesirable data flow. In other words, ttﬂ‘?ose computations encircled by dot-boxes, such as
peak positions amongCS(w, v) andDSC(u, v) ’

N-1
[
g N1 N A= Z C(Dg(k, 1) COS<N7r7’L>
DCS(u,0) = 75 > > CRICD (kD) =0
k=0 I=1 N—-1 In 1
br (AN (1Y B=Y Cglk,1) cos<N <n i 5))
XCOSW u—|—§ sin v—|—§ (22) =0
N—-1
I
C= ; C(hg(k, 1) COS<N(7’L + 1)) (24)
4 N N-1
DSC(u,v) = 573 >3 etk D) in the middle level of Fig. 9, are similar except the phase differ-
h=11=0 ences such gér/N)n, (Ir/N)(n+(1/2)) and(lr /N)(n+1).

.k lm 23 Therefore, those computations can actually be integrated and re-
xsine \ut g Jeosm{vt 5 ) (23) gjized by a programmable structure, as shown in Fig. 10.
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G%42(1). Next, we will derive those relationships.

‘For phaséir/N)(n+1)orp = 1‘

o tENHI
L2l Z Ol —t—2)g(k.l)
I=t42
X COS [—(l — tN_ 2)n (n+ 1)}
o tENHI
Z C(l—t—2)g(k,1)
I=t42
(I—t)r 2m
Xcos{ ~ (n+1)]| cos N(n—i—l)
2 t+N+1
++ > ol —t—2)g(k, D)
I=t+42
. [=t)7m . [ 2r
X sm[ ~ (n+1)] sin ~ (n+1)|(27)
t—l—]\’-l—l
o a(l Z C(l—t—2)g(k,1)
=t42
X Sin[i(l — tN_ 2)m (n+ 1)}
t—l—]\’-l—l
(b) Z Ol —t — 2)g(k,1)
Fig. 12. “Miss America” frame 91: (a) original frame and (b) reconstructed I=t+2
frame. X sin (L= &)m (n+1)| cos 2_7r(n +1)
N N
Before we proceed our discussion, let us define g tHNFL
2t+N—1 (I—t)m N Z Cl—t—2)g(k, D)
FRUES Z C(l—t)g(k, 1) cos{ (n +/3)} [=t+2
N (I—tym .| 2m
=t x cos|————(n+1)|sin|—(n+1)| (28)
g N (-t N N
bl = N lzt;rl O =gk, D) Sm[ (n+ /3)} Both (27) and (28) can be combined into the following equation:
where {G‘{jtﬁ(l)} _ [ cos 2("1\;1)77 sin 2("1\;1)7‘ }
1 G2 (D) —sin 2("1"\}1)77 cos 2("1"\}1)77
() = { E? forl=00r N (25) v { L11,8t+2(§)} ) (29)
1 otherwise. Tira(D)
Here, n is one of the integer-pel motion vectém,n) and G§,,(I) can be rewritten as
B € {0,(1/2), 1} indicates different phases. The time indéx )
G4 (1) andG3 (1) denotes the transform starting fray(¥:. t) o A
which are pseudo phase functions derived in Section II-C. In Gi w2l Z Cl—t-2)g(k, )
addition, an auxiliary variable = “’; ,
o N1 X €OS {%(n + 1)}
Z C(l - t)g(k.1) - m a1
= ——g(k,t+2)cos {M}
. (l —t)m N2 N
X sin (n+0) (26) N1
v —i—E Z (k l)cos{(l_t)w(n—i—l)}
is introduced to maintain the lattice structure similar to that of N l=t+3 gu N
DCT computation in Section II-A2. To achieve low-power de- ) )
sign, we need to find out two-stage look-ahead coefficients + (=)= N g(k,t+ N)+ (=1)"F
GG 12D and GF°, (1) in terms of G§ (1) and GF°,(1). 2
Furthermore, G, ,(1) can be obtained indirectly through X 9k t+ N+ 1)COS[N(” + 1)} (30)
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" (n4+1)w
G{ (1) can be rewritten as 2 (1 cos 2T
Tyl )G Lools
t+N—-1
. l—t)r 2 [ ——==g(k,t) + "ok, t+ N
G5 L) Z ol kl)cos[%(n—l—l)} +N[ Vakot) + (O) g )}. (34)
2 1 2 'S5~ Let us defi
- £ - il et us define
=y Bk + 5 l;g g(k, 1)
- 2n+1)w . 2n4D)w
-t | cos - sin -
X COS ( N)W(n + 1)} R(2n+1) = {_ sin 2T o (2n;1)7r} (35)
2 T
+ ok t+1) COS[N(” + 1)} Then (29) can be expressed as
2 2m
4+ —glk,t+2)cos| —=(n+1)]|. 31 c
ot +2os| o +1) e (G0
Ghn®]
By combining (30) and (31), we can expr&sg, , ,(I) in terms — R(2n +2) {G‘i,tu(l)}
of G¢ (1) as Giha(l)
=R(2n + 2)
. . 2 /1 o[G0 = R 759k, 1) + (=1)" Fg(k t 4 N)
GLipl) =G0+ 5 Nl 1 ao3(0)
2(n + D)m 2 1 (L -1)glk,t+2) 2
2 A LA il ’ il
x g(k,t+ )COS|: ~ } +N (\/5 )0 +NR(n+1)
2 n
Ng(k t+1)cos—(n+1) x[( r*ig (kt+]\(7)+1) (k’t—’_l)}. (36)
21
-~ A9k + (- 1)"*l g(k,t+N)
N2 . -
1 2 By following the similar procedure, we can expréss,  »(1)
+ (=" ekt + N+ 1) in terms of G435 (1)
X COS[%(TL + 1)} . (32) .
Gl rg2(l) = G pa (D cos| (n+1)]
Yas as 2 1
We can also relat&r’, , 5 (1) to G$%(1) as 1 {Gf,tw(l) 1 N 1— _2> gk, t + 2)}
9 HNFL x sin| —(n+1)
Gy () Z C(l—t—2) [
=t In summary,
x g(k,1) Sin{(l — O (n+ 1)}
N e
2 /1 ( [GLHQEZH
=G0+ 5 <— - 1) Gilg2(l
YN A\ V2 —R(2n +2)
c _ 21 n+l 2
><g(k,t+2)sin[2(n+1)7r} G — x z9k,t) + (=1) =g(k,t+ N)
N Gos(l)
—g(k,t—i—1)sin%(n+1)+(—1)"+l < )gk t+2)
0
k,t+ N+ 1)sin n+1 (33)
v ) [N ( )} +—R(n +1)
r n+1 .
Both (32) and (33) can be merged as X ( 1) gk, t + ]\(7)+ 1) =gkt + 1)}
. Gii2(D)
G(I:,H—Q(l) 17t+2a5 71'
Gl = Gl a(D) cos| 5 (0 + 1)
G(ft(l) 2 n+1 + |G¢ [ +3< __> k.t :|
= 2 - g ? +2
[Gi"ft(l) + N[( " gk, t+ N +1) I 1,;4—2() N NG ( )
X sin[N(n +1).
(37)

_g<k,t+1>][§ﬁfA§Zim \
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(b)

Fig. 13. “Flower Garden” frame 57: (a) original frame and (b) reconstructed frame.

TABLE Il
SPEED-UP FACTORS OFDIFFERENT MODULES IN OUR DESIGN
Look-ahead Pipelining Multirate Pipelining | Look-ahead
Unit type-1I DCT/ | DCT coefficients | pseudo-phase | peak search half-pel
IDCT coder conversion computation estimator

Speed-up
factor 1.87 1.95 1.81 1.96 1.85
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With the same approach, we can get two-stage look-ahead TABLE IV

updated relations for other phases as follows:

| For phasdlr/N)(n + (1/2)) or 8 = (1/2)|

G a2
)
G5 (1) - 2 S0(k.t)
=R(2n+1)
G5 (1) + (~1 Zg(k.t+ )

2 (J5-1) st

0
+—= n+ -
N 2/ | (“1)rglk,t+ N +1) (38)

G1 D)

=6 aeos| - (n 3 )
2

+ [ LD+ <1 - %) g(k,t+ 2)}

xsin[% <n+%>}
+H=1)" = <\/i§ — 1) g(k,t+ N +1).

‘ For phas€inr/N)n or 3 = 0‘

GG e42(D)
6ir+2(0)
= R(2n)
G+ (=1)" F ok, t+ N) = { F59(k, 1)
Gon(l)

o [( )i

0

) (1) g(k,t+ N +1) — g(k,t + 1)

0
G, e42(0)

as 7rn C
= G§p2(l) cos N + |:G0,t+2(l)

2 (12 Y gkt +2)] sin =0
{ N v2) I v

(39)

HARDWARE COST AND THROUGHPUT OFL ow-POWER/HIGH-SPEED DESIGN

Component CORDICs | Adders | Registers | Throughput
Type-1l DCT/IDCT 9N 2TN+12 | N +6N? O(N)
Type Conversion 4N 0 0 O(N)
Pseudo Phase 20N 2N 0 O(N)
Peak Searching 0 0 2N? O(N)
Half-pel Motion 3N+9 TN+33 | 3N + N? O(N)

Estimator

Total 36N+9 [ 36N+45 [ AN + 9N? O(N)

the rotation angles. Therefore, we can combine them to ob-
tain the following unified equation to simultaneously generate

G;7t+2(l) andG§7t+2(l):

GG 142D G5,
=7 +H|+L-M
GEa(l) G (D)
L2 (%—1)g(k,t+2) (40)
N 0

The auxiliary variable=3, ,(1) is related toG7; ,  ,(1) by

|:Gz3,t+2(l):| =L Ga H'Q(l)

G a(D) + 2 ( — ) olk,t +2)
4 N. (41)

*

The corresponding parametdis J, L, M andN in (40) and
(41) depending on the different phases are listed in Table II.
The unified programmable module requires three CORDIC's,
as shown in Fig. 10.

Based on the previous assumption, we get the ratio of power
consumption of look-ahead desighok—sneads t0 the power
of original design,Fair—pe1, as follows:

2
27— 028
5V ) f

where Ciook—ahead = (3/2)Chair—per. Therefore, we can
achieve 72% power saving at the expense of 50% hardware
overhead.

N + 3 such programmable modules can be used for par-
allel computing ofDSC(u,v) for different channelgk, {), as
shown in Fig. 11. The peak position among those values indi-
cates half-pel motion vector. Overall the two-stage look-ahead
half-pel motion estimator needs a total3¥ + 9 CORDIC's
and7N + 33 adders, as listed in Table IV.

21
-F)look—ahead _ Clook—ahead <308 V) 2
Phalffpel C(ha,lffpel

lll. SIMULATION RESULTS AND HARDWARE COST

We implement the low-power architectures for video coding
co-processor using both C and Verilog. Simulations are made
to verify the behavior of our design by taking “Miss America”
and “Flower Garden” etc. as the test sequences. The original
frames and reconstructed frames using our proposed low-power

Those look-ahead updating equations (37), (38) and (39) akesign are shown in Fig. 12(a) and (b) and Fig. 13(a) and (b),
alike except for some minor differences in the data paths arespectively. The simulation results demonstrate that our low-
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12500

. Registers
normal design

I ov-pover design

| 2000

1500

Number of hardware units

11000

CORICs Adders

Hardware components required for normal and low-power design

Fig. 14. Hardware cost for both low-power and normal design. Here we use blocK sizel6.

TABLE V
POWER CONSUMPTION OFDIFFERENTMODULES IN OUR NORMAL AND LOw-POWER DESIGNS

Look-ahead Pipelining Multirate Pipelining | Look-ahead

Unit type-II DCT/ | DCT coeflicients | pseudo-phase | peak search half-pel
IDCT coder conversion computation estimator

Normal design 63.67Tmw 17.31mw 46.17mw 1.65mw 18.98mw

Low-power design 22.06mw 4.2Tmw 19.08mw 0.36mw 6.67Tmw

Power-saving factor 65.36% 75.33% 58.67% 78.18% 64.86%

power design can achieve comparable video quality as the origA common question is: “How good is our desigh compared to
inal ones. We also compare the speed of normal and our lathese traditional block matching motion estimation methods?”
power/high-speed design of individual module in Fig. 3. Henithout low-power design, we have implemented our combined
the simulation is performed at the gate level with @8 CMOS motion estimation and DCT units into a single chip [12]. The
technology. The speed-up factors are listed in Table Ill. Baseilleo coding system works at 20 MHz clock rate under 5 V
on the simulation results, we observe that our design can gopply voltage with 0.§:m CMOS technology. By comparing
erate at about two-time faster clock rate than the original d® the traditional (full search or hierarchical search) motion es-
sign, which is corresponding to our discussion/derivations timation approaches [7], [24]—-[30], our design are smaller than
Section II. or about the same as those block-matching designs with re-
To process the video sequence, each frame is divided isfgect to both power and area. It is important to note that our
nonoverlapped block which contaidé x N pixels as input chip naturally accommodates both DCT and motion estimation
to our low-power/high-speed design. The hardware cost andits while the others may require multiple chips. By applying
throughput of each building block in Fig. 3 to process thogbe Powermilldeveloped by Synopsys, we compare the power
blocks are summarized in Table IV. Our design is flexible ancbnsumption of different modules in our designs under both
scalable because it requird3N CORDIC processor£9N + normal and low-power operating conditions as listed in Table V.
12 adders to get motion vectors at integer-pel accuracy a@air low-power design operates at 10 MHz at 3.3 V supply
additional3N + 9 CORDIC’s, 7N + 33 adders for those at voltage. It achieves the same throughput rate 157.82 Mbps as the
half-pel accuracy. The number of hardware components neededmal design with the same 0.8n CMOS technology. From
in low-power design compared to that in original design [14the simulation results, we observe the following: Compared to
[15] is also plotted in Fig. 14. the normal design, our low-power design achieves the power
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saving of 64.51% with the power consumption of 52.44 mw.15]
It corresponds to our previous calculations that our low-power
design saves the power at the range of 60%—-80% at the cosk)
of much less than doubled hardware complexity, as shown in
Fig. 14. As a result, low-power design at thkgorithm/archi-  [17]
tecturelevel is the most leveraged way to achieve low-power
consumption when both effectiveness and cost are taken into
consideration. [18]

[19]
IV. CONCLUSION

Anticipating the future trend of running multimedia ap- [20]
plications on the portable personal devices, we propose the
cost-effective low-power/high-speed co-processor architec-
tures for video coding systems. Unlike the low-power video[21]
codec design using the costly advanced deep submicron
fabrication technology, our low-power design is achievedyy
at the algorithmic/architectural levels. Our emphasis is on
optimizing power consumption by minimizing computational
units along the data path. Compared with other approachegsg;
our algorithmic/architectural low-power approach is one of
the most economical ways to save power. Techniques such &gl
look-ahead, multirate, pipelining have been used in our design.
Based on the calculation and simulation results, our powepRs]
saving is in the range of 60%—-80% or speed-up factor of two
at the needs of users. [26]
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