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Abstract—This paper provides performance analysis of
MB-OFDM UWB systems that not only captures the charac-
teristics of realistic ultra-wideband (UWB) channels, but also
takes into consideration of the imperfection of the frequency and
timing synchronizations and the effect of intersymbol interfer-
ence. The systems are considered in multipath fading channels,
the IEEE 802.15.3a channel standard, with four channel models:
CM1, CM2, CM3, and CM4. These channel models are character-
ized by cluster arrival rate, ray arrival rate within clusters, and
cluster and ray decay factors. First, an average signal-to-noise
ratio with imperfect synchronizations and intersymbol interfer-
ence is derived. Then a closed-form bit error rate performance
formulation that provides insightful understanding of the system
performance in various synchronization conditions is obtained
under Rayleigh fading assumption. This analytical performance
formulation serves as an upper bound on the bit error rate perfor-
mance of UWB systems. Finally, simulation results under various
channel and synchronization conditions are provided to validate
the theoretical analysis.

Index Terms—Bit-error rate, carrier-frequency offset, fre-
quency synchronization, intercarrier interference, intersymbol
interference, MB-OFDM, multipath fading channel, timing syn-
chronization, ultra-wideband (UWB).

1. INTRODUCTION

N April 2002, the U.S. Federal Communications Commis-
I sion (FCC) published a report and order “Revision of Part 15
of the Commission Rules Regarding to Ultra-Wideband Trans-
mission Systems” [1] that allows ultra-wideband (UWB) com-
munication systems to be deployed on an unlicensed basis fol-
lowing Part 15 rules. The publication encourages researchers
and engineers to devote their time and resources to the develop-
ment of UWB transmission technology. According to the FCC’s
definition, a UWB device is any device where the fractional
bandwidth is greater than 20% of its center frequency or the
minimum bandwidth is of 500 MHz. Besides, the FCC also de-
fines the transmission power limits so that UWB devices are
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allowed to coexist with other existing devices. Since the FCC’s
publication, researchers and engineers have focused their atten-
tion to the frequency range from 3.1 to 10.6 GHz with the trans-
mission power limit of —41.3 dBm/MHz, the highest transmis-
sion power allowance.

To exploit the unlicensed 7.5-GHz bandwidth, two technical
approaches have mainly been proposed. The first approach is
direct-sequence UWB (DS-UWB) relating to single-band sys-
tems. In this approach, binary phase-shift keying (BPSK) is em-
ployed to modulate the information into a sequence of UWB
pulses [2]. The systems can operate in two different bands: the
low band from 3.1 to 4.85 GHz and the high band from 6.2 to
9.7 GHz. The second approach involves multiband (MB) sys-
tems, and thus called MB-UWRB. In this approach, the 7.5-GHz
bandwidth is divided into subbands of more than 500 MHz each
to comply with the FCC’s definition. The dominant candidate
of this approach employs orthogonal frequency division mul-
tiplexing (OFDM) technique, the so-called MB-OFDM UWB
[3].

MB-OFDM UWB systems support ten data rates from
53.3 to 480 Mbps [3] that are grouped into three data-rate
modes, namely high-rate, middle-rate, and low-rate. These
data-rate modes are classified using time-frequency coding
(TFC) with overall spreading gain factors comprising from fre-
quency spreading gain and time spreading gain. Three overall
spreading gain factors of 1, 2, and 4 correspond to high-rate,
middle-rate, and low-rate, respectively. Note that MB-OFDM
UWRB systems also use forward error correction (FEC) coding,
together with the TFC, to distinguish the ten data rates. The
FEC coding supports coding rates of 1/3, 11/32, 1/2, 5/8, and
3/4 obtained by puncturing the mother convolutional code with
the rate of 1/3. In this paper, we do not address the system
performance with the FEC coding.

The channel models specified in IEEE 802.15.3a channel
standard [4] are based upon Saleh—Valenzuela (S—V) model
[5], which is characterized by cluster arrival rate, ray arrival
rate within clusters, and cluster and ray decay factors. The
channel multipath gain coefficients are lognormal distributed.
The performance of MB-OFDM UWB and DS-UWB systems
was evaluated based on simulation in [6]. In [7], the authors
analyzed the performance of MB-OFDM UWB systems under
the imperfection of channel estimation. In [8], a general
framework for the performance analysis of MB-OFDM UWB
systems in IEEE 802.15.3a channel models was provided. All
of the existing work assumed perfect frequency and timing
synchronization. In addition, channel multipath delays were
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assumed to fit inside the cyclic prefix of OFDM symbols, and
hence the systems would not suffer intersymbol interference
(ISI). However in practice, multipath channel delays can exceed
the length of OFDM cyclic prefix and cause ISI to the received
signal in the systems. In addition, OFDM technique is sensitive
to the imperfection of frequency and timing synchronizations.

This paper analyzes the performance of MB-OFDM UWB
systems in realistic UWB channel models with the effect of
both ISI and imperfect synchronization taken into considera-
tion. Based on the channel models, we first derive an average
signal-to-noise ratio (SNR) of the UWB systems under various
synchronization conditions including perfect synchroniza-
tion, imperfect timing synchronization, imperfect frequency
synchronization, and imperfect frequency and timing synchro-
nization. Then, we analyze the UWB system performance
based on the average SNR. To simplify analysis and to get
insights on the performance of UWB systems, we assume that
the multipath gain coefficients have a statistically independent
Gaussian distribution. Since typically, the UWB channel fading
is lognormal fading which is less severe than the Rayleigh
fading, the analysis under this Rayleigh fading assumption pro-
vides an upper bound on the bit-error rate (BER) performance
of UWB systems. The analysis results in a closed-form average
BER that provides an insightful understanding on the perfor-
mance of the UWB system. Lastly, simulation results under
various channel and synchronization conditions are provided to
validate the theoretical analysis.

The content of this paper is outlined as follows. Channel and
system models are presented in Section II. In Section III, the
derivation of the average SNR is presented. The derivation of
the average BER is presented in Section IV for the three data-
rate modes. In Section V, we present and analyze the numerical
and simulation results. Lastly, we draw several conclusions in
Section VI

II. CHANNEL AND SYSTEM MODELS

A. Channel Model

In this paper, the channel model is based on UWB standard
channel models which are specified in IEEE 802.15.3a [4]. The
UWSB standard channel models are derived from S-V model [5]
with some minor modifications due to clustering phenomenon.
There are four UWB standard channel models, denoted as CM1,
CM2, CM3, and CM4, which are based on the line-of-sight
(LOS) multipath channel condition and the distance between the
transmitter and the receiver. In general, the channel impulse re-
sponse can be expressed as [4]

L K
=xY_ Y kbt —Ti—7i1) (1)

=0 k=0

where «y,; are multipath gain coefficients, 7; is the delay of the
lth cluster, 7 ; is the delay of the kth ray in the [th cluster, 6(-)
is the Dirac’s delta function, y represents the log-normal shad-
owing, (L + 1) is the number of arrival clusters, and (K + 1)
is the number of arrival rays within a cluster. For simplicity of
the analysis, we will not consider x in the expression of h(t). In
(1), cluster arrival times T;’s and ray arrival times 7 ;s within
each cluster are modelled as time of arrivals in Poisson pro-

cesses with rate A and A (where A > A) [4], respectively. Thus,
they are the /- and k-Erlang random variables with parameters A
and ), respectively. The standard UWB channel model is based
on lognormal fading, in which multipath gain coefficients c ;s
are modelled as statistically independent, zero-mean, lognormal
random variables whose variance is [4]

Qpy = E{|Oék,l|2|Tl,Tk,z} — 90706*((7’:)/1")*((7/@,1)/’Y) ()

where [" and v are cluster and ray decay factors, respectively.
Note that 79; = 0 for all [, i.e., that the first ray in the [th
cluster arrives when the cluster arrives [4]. In case of LOS condi-
tion (e.g., in CM1), the arrival time of the first cluster is 7y = 0.
Thus, (1) can be re-written for the case of LOS condition as [9]

h(t) = g od(t +Zak05t—7k0 —I—Zomlét—Tl)
k=1 =1
L K
+Zzakz5t—Tz—Tkz) 3)
=1 k=1

In case of non-LOS condition (e.g., in CM2, CM3, and CM4),
all cluster arrival times 7;’s are random, and hence (1) can be
re-expressed as

L L K
0= bt —=T)+> > bt —Ti = 750). ()
I=1

=1 k=1

The channel model in (3) and (4) will be used in the subsequent
performance analysis.

B. Signal Model

Fig. 1 illustrates the baseband model of MB-OFDM UWB
systems. A data sequence {cg i, C1,i, ..+ sCnis- .., CN—1,i} With
the OFDM symbol index 7 and the subcarrier index n (n =
0,1,..., N—1)isinputinto the systems, where N is the number
of subcarriers. The transmitted symbols c,, ; are independent
and identically distributed (i.i.d.) with the symbol energy Fi.
Since two bits form a quadrature phase-shift keying (QPSK)
symbol in the systems, Fs = 2F;, where FEj, is the bit energy.
Transmitted OFDM symbols are generated using an N-point
inverse discrete Fourier transform (IDFT). The useful OFDM
symbols with a duration T’s are pre-appended by a cyclic prefix
(actually zero-trailing) with a duration 7T¢ to mitigate ISI and
appended by a guard interval with a duration 7T to ensure a
smooth transition between two consecutive OFDM symbols [3].
The output of the IDFT is

N-1
1 . -
xi(t) = — enig (t— i e((gZ'}rn(t—lTS))/Ts)
(0= 75 2 enia(1=175)
for — 00 <71 < 0 5)

where T, = Tc + Ts + T is the duration of the transmitted
OFDM symbol, and

L
g(t) - { 07
is the rectangular pulse.

The transmitted signal z(t) = Y.~ x;(t) travels through
UWRB channel. The received signal () is the sum of the channel

Te <t<Tc+Ts
otherwise

(6)

oo
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Fig. 1. System model.
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Fig. 2. (a) Timing synchronization error. (b) Frequency synchronization error.

output, y(t), and the additive white Gaussian noise (AWGN),

r(t) = y(t) +o(t) = > wilt) +o(t) @)
where
yi(t) =xz;(t) % h(t)
| V-1 L K
:T_s Cn,zzzaklg(t_ZTS_T'l Th 1)
n=0 1=0 k=0
< e (72mn(t—iTs—Ti—7.1))/Ts) (8)

is the channel output corresponding to OFDM symbol z;, and
(%) denotes convolution. The channel, the transmitted symbols,
and the AWGN are assumed mutually independent.

At the receiver, frequency and timing synchronization may
not be perfect. The imperfection of frequency synchronization
results in a carrier-frequency offset Af = f. — f; due to the
mismatch between the oscillators of the transmitter and the
receiver. Likewise, the error in timing synchronization causes
timing offset 7 due to misplacement of the discrete Fourier
transform (DFT) window. Fig. 2 illustrates the imperfection
of frequency and timing synchronizations. We assume that the
cyclic prefix duration T is longer than the length of the timing
error, i.e., 7 € (—T¢,T¢). Also, we assume that the multipath

delay is not longer than the symbol duration, i.e., T;+ 7, < Ts

for all k, [.
The demodulated signal in subcarrier m during the :th OFDM

symbol period can be determined as

ZTé +Tc+Ts—1 . o

Cmi = / r(t)em 2Tt AN(=TE) gr ()
iTL4+Te—7

where f; , is the transmitter carrier frequency corresponding to

subcarrier m. Lete = ((Af)/(1/Ts)) = AfTs be the relative
carrier-frequency offset. Substituting (7) into (9), we have

iTL+Tc+Ts
bi / 5 yit — T)e((—jz-;r(m+s)(t—iTé—T))/Ts)dt
T 4+Te
iTL+To+Ts
4 / yir(t = 7)
i’ Ts+Tc

> 6((—j27r(m+5)(t—iTé—T))/Tg)dt

iTe+Te+Ts
+/ s ’U(t)e((—j%-r(m-}—s)(t—iTé—T))/Ts)dt
Tl +Te

~IST

2 A+ T+ Vs (10)

where A, ; contains information related to the ith OFDM
symbol, é{,‘f I results from the ISI from adjacent OFDM sym-
bols, and vy, ; is modelled as zero-mean complex Gaussian
random variable with variance No (vy, ; ~ CN(0, Np)). Note

that the average number of clusters arriving at the receiver at
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a deterministic time T is [ = |AT]. For subsequent perfor-
mance analysis, we assume all the rays within clusters 7;’s
whose index | < [ arrive at the receiver before time 1.

III. AVERAGE SIGNAL-TO-NOISE RATIO

In this section, we first derive the expressions of the fading
term, the intercarrier interference (ICI) and the ISI, and then de-
termine their variances. Based on the obtained variances, we an-
alyze the UWB system performance in term of the degradation
ratio.

A. Expressions of the Fading Term, the ICI, and the ISI

As shown in (10), the demodulated signal ¢,, ; comprises
three components, including the signal information A, ;, the
IST cif I and the additive noise v, ;. These components are de-

termined as follows.
From (10), we have

iT+Tc+Ts
Ay = / yi(t —7)
iTL+Te

Xe((—jzﬂ'(m—‘rs)(t—iTé—T))/Ts)dt' (11)
Substituting y; (¢) from (8) into (11) and applying the change of
variable in ¢, we obtain

N-1 L

K Tc+Ts
Api = Cni Z Z Qg1 / g(t — Xi 1)
n=0 =0 k

=0
s~ Xe) gy (m+e) =) gy (12)

where X, = T) + 74 + 7 and w = e(=727)/Ts) Under the
assumption that all the rays within clusters 1;’s for [ < [y =
|AT|, where T represents deterministic time, arrive at the re-
ceiver before T', A, ; in (12) can be expressed as

where
lo
Hm — wETCw—(m+E)T Zzak,lmek"lUl
1=0 k=0
L K
+ 3 N apwm | (14)
I=lg+1 k=0

contains the effect of fading (referred to as the fading term), and

N-1
AICI —(n—m—¢)Tc,,,— €
Crg = Cagw (T ey mOnte)T
n#m,n=0

15)

b K I K
ZZ%,IU3+ Z Zak,zU4

1=0 k=0 I1=lg+1 k=0

is the ICI from other subcarriers. In (14) and (15), [o = |—AT].
When 7 > 0, [y is negative. In such a case, [y in the second
summation will take a value of zero. Also, in (14) and (15), Uy,
Us, Uz and U, are defined as follows. In case that € is not an
integer,

Uy :((e_jQ’TEwEX“ —1)/—j2me),
Us =((e79%™ — wk1) /—j2me),

ﬂ‘w(m+5)Xk,I _ wnXk,I)/jQ,ﬂ-(n —m - 5))

U4 :((e—j27rswnXk_l _ w(m+e)X;‘_1)/

j2m(n —m —¢)).

In the case of € = 0 (i.e., perfect synchronization), we have

Up = lim ((e772 €Nkt —
e—0

1)/—j27l'5) = TS +Xk,l

and
U, = lim ((e_ﬂm —
e—0

waXA-.l)/—j27r€) = TS - Xk'-,l'

In a case where ¢ is an integer (i.e., imperfect frequency syn-
chronization with a multiple- subcarrier offset), we have

Us = l(im : ((eﬂvzm'w(mJﬂ)X““l —w" ) /27 (n —m — £))
n—(m-+e
=(1/Ts)w ™M Ty + X )
and
U, = lim
n—(m+ze)
((e 72 Nkt — (M FIXNty fi97(n —m — 2))

=(1/Ts)w ™)V (Ts — Xy ).

Next, we determine the ISI component, cfnsf , as follows.
From (10)
o1 iTs+To+Ts
cm,i = / yll(t - T)

it s+ e

Xe((—jzﬂ'(m-l—e)(t—iTé—T))/Tg)dt' (16)
Under the assumptions that 7 € (—T¢,T¢) and T + 73 <
T for all k and [, only the previous (i — 1)th OFDM symbol
involves in the current sth OFDM symbol. Therefore, (16) can
be simplified to

s TS+ Te+Ts
ast= [ yiat =)
iTL+Te

Xe((7j27r(m+5)(t7iTé77))/T5)dt‘ (17)
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Substituting y;—1(¢) from (8) into (17), we obtain, after some
manipulations

N-1
A=Y T
n=0
L K
xw™ T NN "y Uz (18)
l=po+1 k=0
where
po =|ATg +Tc — )]
and

w —e((—127)/Ts)

525

In (18),

Us :((“;("1+E)(X1c.z—Tc—Tc:) — “,n(Xk_z—Tc—Tc:))/jzﬂ-(n —m —¢))

when ¢ is not an integer, and

lim
n—)(m-‘rs)

Us =

((w(m+5)(Xk,l —To=Ta) _ 4y Xx,1—Te—Ta

)/j2m(n = m = ¢))
= ()& =To=Te) (X} | — T — Tg) otherwise.

B. Variances of the Fading Term, the ICI, and the ISI

Let us denote the variances of the fading term, the ICI,
and the ISI as 0%, o2, and 0%, respectively. Because the

v K
1
2 T;/T T 2me sX 271'6 —eX
oh = fEE 2 E{Qooe(l”(”m[?—(e] “tel “)]}
=0 k=0
) I K , .
+ ey ZE {Qoyoe*(Tl/F)*(Tk.l/’Y) [2 _ (67]27Taw75Xk_1 + eJQWEwEXk.l)]} (19)
mE
l=lp
ot =E, 7’&2 047r2 n—m—e)?
X Z Z E {90‘06_(%/1“)—(%,1/‘/) [2 - (e_jzmw_(n_m_a)xk" + ejQﬂEw(n_m_s)Xw)} }
1=0 k= 0
E -
! n;tﬁ;z 0 TL B B 8)2
> Z ZE {onoef(Tl/r)f(‘rk_l/'y) [2 _ (eij‘/rEw(nfmfa)Xk_l + ejZﬂ'awf(nfme)Xk_l)]} (20)
I=lg+1 k=0
N-1 1
2
=B,y -
s Snz::o 4d72(n —m — €)?
L K
o Z ZE {QO’Oe—(Tl/F)—(T,\.J/'y) [2 _ (w(n—m—e)(xk,,—Tc—TG) _|_w—(n—m—s)(Xk,l—Tc—TG)):|} @1
I=po+1 k=0
A 2 Z ZE {QO,Oe_(Tl/F)_(TkJ/V)(Tl + T — T)Z} (22)
I=lo+1 k=1
A, 2 Z E {Qoyoef«Xn/w(Xp _ Ty} (23)
p=po+1
By Y Z ZE{QO Oe_(Tl/r)_(Tk,l/'Y)
I=lo+1 k=1
o [2 3 (e—jZ‘rrE/w(TL—m_E)(Tl'i'Tk”_T) + ejZWEIw_(n—m—E)(Tl-i-Tk,[—T)>‘| } (24)
B, & Z B {Qo ve=((X0)/7x) [2 _ (e—jzws/w(n_m—a)(xp—T) n ej?ﬂ'g’w_(n—m—s)(Xp—T))]} (25)

p=po+1
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transmitted symbols ¢, ;’s and the multipath gain coeffi-
cients ay;’s are zero-mean, H,,, ¢,°}, and é&[71 are also

m L’
zero-mean. Thus, 0% = E{|Hm| }, oo = E{ A}SE } and
0% = E{ A{nsf } From the expressions of H,,, AESIZ, and

¢IST derived in the previous section, their variances can be
determmed as shown in (19)—(21), at the bottom of the previous
page. For notational convenience, we introduce the quantities
shown in (22)—(25), also shown at the bottom of the previous
page, where E{.} denotes expectation and w = e((~727)/Ts)
as defined in Section III-A. In these equations, 17, 751, and X,
are arrival times in Poisson processes whose rates are A, A,
and \x and the decay factors are I, -y, and vx, respectively.
Based on (3), the variances of interest will be separated in
terms of Ay, Ao, By, and By with different values of T', n, m,
e, €', Ax, and yx. Notice that 17, Tk,1, and X, are I-, k-, and
p-Erlang random variables. The derivation of these quantities
are omitted; the results are given as shown in (26)—(29), at the
bottom of the page, where we have (30)—(34), also shown at the
bottom of the page.

Now the variances 0%, 02 and 0% can be derived in terms of
Ay, As, By, and Bs. To simplify the presentation, we summa-
rize below the results in case of LOS channels and 7 < 0:

1) Perfect frequency and timing synchronization, i.e., € = 0

1
op =0+ ﬁA 2(Ts,0, A7) +
S

S

AI(T57 07 A7 F: )\’ 7)

UC—E Z

n#m,n=0

472(n —m)?

+ Bl(07n7m707 07 07A7F7 )‘77)

TS

- 1
> g —

2A2(TC +Ta,po, A, T) +

n#m,n=0

T2

m)?

B2(TC + TG7n7m70707p07A7F)

1
—5A42(Ts,0,A, T
T (S’ )

(35)

B2(07 n,m, 07 07 07 )‘7 rY) + 32(07 n,m, 07 07 07 A7 F)

(36)

1
A(Te + Ta,po)

+ BI(TC + TG7n7m70707p07A7F7A77)]]

and T = 0:
37
Al = QO,O I:PQ.f?)(l(b A7 F)f1(07 )‘7 ’Y) + ry2.f1(107 A7 F)f3(07 )‘7 ’Y) + T2f1(107 A7 F)fl(O/ )‘7 ’Y)
+ 2F’Yf2(l07A7F)f2(0/ )\77) - 2Trf2(l07A7F)f1(07 )‘77) - 2T’7f1(l07A,F)f2(07 )‘/7)] (26)
Ay =00 [vx f3(os Axsvx) + T2 f1(po, Ax, vx) — 2Tx f2(pos Ax s ¥x)] 27
By =2Q0,0f1(lo, A, T) f1(0, A, X) = 200,082+ B
cos ((l(] +1)0r +6, — w + 27e’ ) — 3, cos ((lo +1)0r — 2”("T7mE)T + 27e’ )
X (14 2 — 2Br cosbr)(1 + B2 — 20, cosb,)
/BT COS (IOHT + 97- — W + 2’/TE/) + /BT/BT COS (IOHT — W + 2’/TE/)
— 2
(14 B2 — 231 cosOr)(1 + B2 — 2/, cosb,) (28)
By =200 f1(po, Ax, 7x) — 220,082
cos ((pg +1)0x — M + 27e ) — Bx cos (p06X — W + 27r€')
X 5 29)
1+ 85 —2Bx cosbx
a (ab)P*(ab+1)
fl(p7 a, b) - (ab + 1)p+1 (30)
a (ab)Pt(ab+p+1)
f2(p7 a, b) - ((lb + 1)p+1 (31)
a (ab)P™ [2ab(ab + 1) + 2(p + L)ab+ (p + 1)(p + 2)]
f3(p7 a, b) - (ab + 1)p+2 (32)
A
fx & = (33)
472 (n—m—e)?
\/()\X + ’YLX) + %
2 —m - .
Ox éarctan( m(n—m-e) X ) (34)

Ts

Axyx +1
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2) Imperfect timing synchronization, i.e., € = 0 and T # O:
see (38)—(40), as shown at the bottom of the page.

3) Imperfect frequency synchronization, i.e., € # 0 and T =
0:

2Q0,0 (1 — cos 2me) + B2(0,0,0,¢,€,0, A,7)

o2 =
H_47r?2

+ 32(07 07 07 €, &, 07 A7 F)

+B1(07 07076767 07A7 F'/ A7’Y)‘| (41)

O’C—E Z

472(n —m
n#m,n=0

m—¢)?

2Q0,0 (1 — cos2me) + B2(0,n,m,e,€,0,\,7)

+ B(0,n,m,e,£,0,A,T)

+ Bl(O,n./m./a,a,O,A./F,)\./y)‘| (42)
N-1 1

=B ) oy

BZ(TC + TG77L,’ITL,E7 07p07A7F)

+Bl(TC+TG7n7m76707p07A7F7)‘77)‘| (43)

4) Imperfect frequency and timing synchronization, i.e., € #
0 and 7 # 0: see (44)-46, at the bottom of the next page.
where [o = |—A7| and pg = [A(T¢ +Tc —7)]. Note that
the variances in cases of non-LOS or 7 > 0 can be simply
obtained in a similar way.

C. Average Signal-to-Noise Ratio

In the previous subsection, the variances of the fading term,
the ICT and the ISI are obtained. Beside the fading and the inter-
ferences, the received symbol is also affected by AWGN vy, ;
whose variance is [Vy. Thus the average SNR per QPSK symbol
can be defined as

2
A ESUH

— 47
0 + 0%+ No @0

s(e,7)

Since the energy per bit F, = (1/2)FEjs, the average SNR per
bit (e, 7) = (1/2)7s(e, 7).

IV. AVERAGE BIT ERROR RATE

Average BER, which measures the absolute performance, is
defined as a ratio of the number of bits incorrectly received to
the total number of bits sent. To simplify analysis and to get in-
sights on the UWB system performance, we assume in the fol-
lowing analysis that the multipath gain coefficients ay ;’s have
a statistically independent Gaussian distribution with zero mean
and variances 2y, ;. Since typically, the UWB channel fading is
lognormal fading which is less severe than the Rayleigh fading,

+Ts)* 1 1
g —QO,OM + _ZAQ(_TS — 7',0,)\,’7) + _QAZ(_TS - T,O,A,F)
TS TS TS
1 1 1
- —2A2( TS -7, lo,A F) 2A2(T5 -7, lo,A,F) + —2A1(—T5 - T,O,A,F,)\,’Y)
T2 T2 T2
1 1
- —2A1(—T5 -7, l07A7F7)\’fY) + FAI(TS - T, l07A7F7)\77) (38)
S S
UC = E, Z 47r2 (n —m)2
n#m,n=0
2 —
2000 (1 — cos M) + By(—7,m,m,0,0,0, ), 7)
S
+ Bo(—7,m,m,0,0,0,A,T") + By (—7,n,m,0,0,0,A, T, \,~) (39)
1
ag—E TZAQ(T(;'—{—Tg—Tpo,A )+ 7 A1 (Tc +Tg — 7,p0, A, T, A7)
N-1 1
+ Z 4m2(n — m)?
n#m,n=0
BZ(TC + TG - T7n7m70707p07A7F)
+BI(TC+TG _T7n7m70707p07A71—‘7/\7rY)‘|‘| (40)
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the analysis under this Rayleigh fading assumption provides an
upper bound on the BER performance of UWB systems.

According to (10) and (13), the demodulated signal ¢, ; at
the mth subcarrier can be expressed as

&m,i = cm,iHm + zZm (48)
where z,, = cICI + cI SI i +vm ; represents the summation of the
ICI, the ISI and the AWGN In Section III- A, we have seen that
¢ICL and ¢I°T are the sums of independent random varlables
The ICT and the ISI have zero mean and variances o2, and o2,
respectively. To obtain the performance bound, we model the
ICI and the ISI as Gaussian random variables [10]. This can be
done because independent Gaussian noise yields smallest ca-
pacity among additive noise processes with fixed variance and
mean [11]. Consequently, z,, will be modelled as i.i.d. complex
Gaussian random variables whose mean is zero and variance is
a% = O'%-FU?S-—I—N().

The UWB systems support ten data rates [3] that can be
grouped into three data-rate modes based on overall spreading
gain factors of 1, 2, or 4. These three cases share the same
receiving model, i.e.,

C=cCmih+z (49)
where ¢ is a vector comprising demodulated signals ¢,, ;, his a
vector consisting of fading terms H,,, associated with ¢, ;, and

z ~ CN (0,0%1), with identical matrix 1, is the noise vector.
Depending on the data-rate modes, ¢, h, and z are different and
will be classified later. To detect the information symbols, the
receiver can incorporate equalization and perform optimal se-
quential detection, or it can use a suboptimal detector. In what
follows, we assume that the information symbol is detected ac-
cording to the decision rule:
Em,i = argmin,, [|& = ¢ b (50)
Since the system employs QPSK modulation, the average
BER, denoted as P, is determined through the average symbol
error rate Py as P, = Ps[12], where P; is determined by av-
eraging symbol error rate given random vector h, i.e., Py =
E{P;(h)}. Based on the detection rule, we have [13]

P,(h) = Q (v/20)

where Q(-) represents the well-known Q-function, defined as

61V

Q(z) = ((1)/V2r) [ exp(—((t?)/2))dt[14]. In (51), p is
defined as
p= IIhllzzf (52)
0z

using the fact that the distance between QPSK symbols |¢;, ; —
¢m,i| relates to the energy per bit Ey, as |¢i — Cm.i| = 2V Ep.

1
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Our remaining task is to determine the probability density func-
tion (PDF) f,(t) of the random variable p for the three data-rate
modes. The average symbol error rate then is given by [12], [13]

P, = /O " hma (v d

Note that when p is a chi-square random variable with 2d de-
grees of freedom, its PDF is [12]

1
fo(t) = ———y7—=a
’ (d = 1)'(7,)
where 7, £ E{p} is the expectation of p corresponding to
d = 1. Thus the average symbol error rate is [12]

dz( —1+k>(1_p>k

1 —
pé— 1— e .
2 1+7,

Note that the proposed MB-OFDM UWRB standard also uses
FEC codes with coding rates of 1/3, 11/32, 1/2, 5/8, and 3/4
in conjunction with the TFC. Performance analysis of the FEC
coded system can be obtained as follows. First, we determine
the average BER of an uncoded system. Then, we can determine
the performance bound of the FEC coded system based on the
obtained average BER and the FEC information such as free
distances and weight spectrum [13]. The detailed analysis on
the FEC coded system is not included in this paper due to the
space limitation.

In the following, we will demonstrate that p is approximately
chi-square distributed with 2d degrees of freedom where d is the
overall spreading gain factor.

(53)

ti et e fort >0 (54)

(55)

where

(56)

A. When Overall Spreading Gain Factor is 1

In this case, each frequency carrier and each time slot are
used to transmit different information. The quantities in (49) are
€ =¢Cpih=Hy, andz = 2. Thus p = ((Ey)/0%)|Hum|?.
From (14), we can rewrite the fading term as

Hm _ 1 wETC w—(m-‘,—s)‘r

- wHTa
—)2me

(57

where

Tt T T, T
W = |:U)m( 0+’l'0,0+7')_/wm( 0+T0.1+’l')7'_ m( L+TK.L+"')i|

SW

T = dlag (e—jzﬂ'ewf(To-l—To_o-‘r’l’)

—j27r5,w5(T10 +T](,[0+T)

—1,...,e
_ 17 e*]'Q‘"'EwE(TleLl+T0.10+1+T) _ 17 o

e—j2m—:

wE(TL-I-TK.L-i-’I') _ 1)

and

QK’L]T.

CN(0,Qy ;) where Qj, follows (2),
04/2b where Q<1/2)Q(1/2) Q =

32[00,0700,17---7

Because ay; ~
we have a =

529
. T
dlag (QO,O; 00117 ceey QK,L) and b = [,86707,86717 ce ’ﬂ}ﬂl‘] s
where ;. ; ~ CN(0, 1). Therefore
H,, = _j27r6wETCw_(m+E)TWH'|]'Q(1/2)b (58)
and consequently
E, 1
p= Ub TP Tww T Db, (59)
Let us define ¥ = QYDTwwHTQY? . Clearly, ¥

is a non-negative definite Hermitian matrix. Based on the
singular-value decomposition theorem [15], we can express
¥ = VAVH where A is a diagonal matrix containing the real
and non-negative eigenvalues of ¥ and V is a unitary matrix
containing the eigenvectors associating with the eigenvalues in

A. Since rank(¥) < min {rank(ﬂ(l/Z))7rank(T),rank(w)}
where rank(Q/?) = rank(T) = (K + 1)(L + 1) and
rank(w) = 1, there exists in A only one nonzero eigenvalue,
which can be evaluated as

ly K
eig(¥) = ZZQH [2— (e~ 2 et g @I2Ey, _EX“)]
1=0 k=0
L K
+ Z ZQ’CJ [2 _ (67j27r5w75Xk_l + ej?‘n'swst_l)] )
I=lo+1 k=0
Thus, substituting €2, ; from (2), we have
E, 1
P= o2 4m2e?
lo
(Z Z Qo g~ T/T) =t/
1=0 k=0
X [2 _ (e*jQ‘II'EwEXkJ + ej27rew75X,\._l)]
L K
+ 3 S g e MO/

I=lo+1 k=0

X [2 _ (67j27r5w75X’°‘l + 6j27r5wst_l)]> |ﬂ|2

(60)

where 3 ~ CN(0,1).

Equation (60) reveals that p is not a chi-square random vari-
able with two degrees of freedom as in the case of the Rayleigh
fading channel [12], [13]. Here, p is a product of a chi-square
random variable |3|? and another random variable that is the
sum of many combinations of the k- and /- Erlang random vari-
ables T; and 73, ;. Hence, finding the PDF of p is difficult, if not
impossible.

To obtain a closed-form formulation of the BER performance,
we employ the approximation approach in [8] as follows. From
(52), p has a quadratic form. Using a representation of quadratic
form in [16], and noting that E{h} = 0, we get

E S
Ny Z eig, (@) |? (61)
07 =

where s ~ CN(0,1) and S is the rank of matrix ®, defined
as® £ F {hhH}. For the case of the gain factor of 1, h =
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H,,, thus ® = U%{, which is the variance of the fading term.
Consequently

Eyo?
~ ol

(62)
zZ

Since p1 ~ C'N(0,1), |1|? has a chi-square probability distri-
bution with two degrees of freedom. Hence p approximately is
chi-square distributed with two degrees of freedom. Equation
(62) also reveals that the expectation of p is 7, = 73 (e, 7), the
average SNR per bit.

Based on (55) with d = 1 and (56), the average symbol error
rate and hence the average BER for this case is

.PI,:_PS%1 1-— M .
1+’7b(577-)

63
5 (63)
B. When Overall Spreading Gain Factor is 2

In this case, the same information is transmitted in
two consecutive time slots. In such a case, (49) has ¢ =
[émi Cmit1]  h=[H, H,]", andz~ CN (0,0%15),
assuming that the fading terms at the same subcarrier index m
are i.i.d. Following the same procedures as in Section IV-A, we
can show that

B, 1
p= 02, dr2e?

lpn K
X (Z Z QO,Oe—(Tl/F)—(TA»,l/’Y)

=0 k=0
X [2 — (e_jz‘"gw’s‘\'kvl + ej2775w—€Xk.z)]

L K
4 Z Z QO’Oe_(TI/F)_(Tk,l/'Y)

I=lp+1 k=0
% [2 _ (efj27r5w75Xk._z + 6j27r5wst_,)]>

x (161 + 1621%) (64)
where 3; ~ CN(0,1), i = 1,2. The result in (64) reveals that
in this case p relates to a chi-square random variable with four
degrees of freedom.

Observe that the matrix

2 E{hn"} = <”§f U%) (65)

has two eigenvalues eig; (®) = eig,(®) = o%. Hence, similar
to Section IV-A, p can be approximated as

EbUJQLI 2 2
~ =) (leal® + |p2]?)

(66)

where p; ~ CN(0,1),4 =1, 2. Therefore, the average symbol
error rate and hence the average BER for the case of d = 2 can
be approximated as

Py =P, = p*(3 - 2p) (67)

where p is defined in (56) with 7, = 7 (e, 7).

C. When Overall Spreading Gain Factor is 4

In this case, the same information is transmitted four times
using two frequency carriers and two consecutive time slots.
Accordingly, (49) has

. . . R R T
€=[Cm; Cm,it1 C*N—m—l,i C?\T—m—l,i+1]
T
h=[H, H, Hy_, , Hy ., .|,
and z ~ CN (0,0%l4). Following the same procedures as in
Section IV-A, we have

B 1
o 02 dm2e?

lon K
> (Z Z onoef(Tl/r)*(Tk.l/’Y)

1=0 k=0
% [2 _ (e—jz‘fff,w&\'k,z + ej27rsw—st,,)]

L K
4 Z Z QO’Oe_(TI/F)_<Tk,l/"/)

I=lp+1 k=0
X [2 _ (e—jZﬂsw—an,, +ej2775w€XA._l)]>

X (1611 + 182I” + 185 + |84]%)
where 3; ~ CN(0,1),i =1, 2, 3, 4, and the matrix

(68)

O'%{ 0 R R
A HY _ 0 O’%{ R R
= F {hh } =l r B 0% 0
R* R* 0 o
where R = FE{H,HN_mnm-1} is the complementary cor-

relation between the fading terms at subcarrier m and
its symmetric conjugate at subcarrier N — m — 1. From
H,, in (14), we can show that we have (69), as shown
at the bottom of the page, where IV and ~' are defined

K
R = w
4mr2e2
=0 k=0
I .
]\7—1)7'
+ (
4m2e2
I=lo+1 k=0

£R(N -1)

1
1 (N—-1)r 20: ZE {907067((%)/1"')*((‘@.1)/’y’) [2 _ (e*jZWaw’ka.l + ej27rsweXk_z)]}

K
Z E {QU,Oe_((T’)/rl)_((”'~‘)/7’) [2 _ (e—ijsw—qu + eJ'?TwaEXA‘,l)]}

(69)
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such that ((1)/T") = ((1)/T) + ((j2«(N —1))/Ts) and
()/7) = ((1)/7) + ((2r(N = 1))/Ts). By replacing I
and v in (19) with I and «’, respectively, and multiplying the
equation by w17 we obtain R(N — 1) in (69).

Letus definer £ ((R(N —1))/0%) as the normalized com-
plementary correlation. Then the eigenvalues of matrix ® can be

shown as eig(®) = o%[1 + |r|,1,1,1 — |r|]7. Consequently
Ebd
~ ot (L Dl + g2l + sl + (1 = 7)) al?)
’ (70)

where p1; ~ CN(0,1),7 = 1,2, 3,4. Based on (70), the average
symbol error rate can be determined in the two specific cases as
follows.

1) When |r| < 1, r can be ignored in (70). Hence, p approx-
imately is a chi-square random variable with eight degrees
of freedom. Thus from (55) with d = 4, the average symbol
error rate, and hence the average BER in this case is

3
:PS p4Z 3+k k
=0

(71)

where p is defined in (56) with 7, = (e, 7).

2) When r cannot be ignored, p is no longer chi-square
distributed because it is not a sum of ii.d. random
variables. This reflects the fact that the fading in
different subchannels are highly correlated to each
other. To find the average symbol error rate, we use
the alternative re resentatlon of the Q-function [17],

Q(z) = (1/m) [y exp( ((z*)/2sin*#)) db for z > 0.
The average symbol error rate can then be expressed as

1 [m/? 1
P, = —/ M, <— > df
T Jo sinZ 6

where M,(s) = E{e®’} is the moment generating func-
tion of p. Because p is the sum of independent chi-square
random variables, it can be shown that

My(s) ~ ——— L
(= 0+ 1) (=57 (o351~ )

where 7, = (e, 7).

For MB-OFDM UWB systems, (71) and (72) yield similar
results since the normalized complementary correlation r is rel-
atively small. For example, in the case of perfect frequency and
timing synchronization, r equals 0.0987, 0.0141, 0.0018, and
7.8343-004 computed for CM1, CM2, CM3, and CM4, respec-
tively. Fig. 3 shows the average BER for the perfect synchro-
nization case in CM1, CM2, CM3, and CM4. The average BER
is plotted using (71) in the dotted-diamond curve (denoted as
Approximate) and (72) in the solid curve (denoted as Exact).
Clearly, the approximated BER closely matches the exact BER.

We have completely derived the average BER for MB-OFDM
UWB systems. For the case of high-rate and middle-rate mode,
the average BER follows (63) and (67), respectively. The av-
erage BER for the low-rate mode takes the form of (71) or (72),
depending on the value of the normalized complementary cor-
relation 7.

(72)
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Fig. 3. Average BER of MB-OFDM UWB systems for low-rate mode—with
and without 7.

V. NUMERICAL AND SIMULATION RESULTS

Performance of MB-OFDM UWB systems is considered in
UWB channel models with various conditions of frequency and
timing synchronizations. The OFDM system has N = 128 sub-
carriers with the subband bandwidth of 528 MHz. The dura-
tions of the useful OFDM symbol, the cyclic prefix, and the
guard interval are Ts = 242.42 nsec, Tc = 60.61 nsec, and
Te = 9.47 nsec, respectively. The arrival rates A and A and the
decay factors I" and « of the cluster and ray, respectively, follow
[4].

In Section V-A, the numerical results will be presented and
analyzed. For the purpose of demonstration, the numerical re-
sults are obtained in the two extreme channels: CM1 and CM4.
The low-rate mode is chosen for the clarity of the demonstra-
tion. The simulation results will be presented in Section V-B.

A. Numerical Results

The first figure of interest is Fig. 4, which illustrates the UWB
system performance in the perfect frequency and timing syn-
chronization. The figure shows the system performance in the
three data-rate modes. The following observations are from the
figure. First, as the data rate increases, at the same SNR, the av-
erage BER also increases. This is caused by the spreading gain
the data-rate mode inherits. The higher the spreading gain factor
is the more diversity order, and hence the lower the average
BER. Secondly, the average BER increases as the severity of
the channel increases. This is obvious in the figure. CM1 is the
least severe channel with the lowest average BER while CM4
is the most severe channel with the highest average BER, when
compared at the same SNR and the same data-rate mode. Lastly,
the figure reveals the ISI effect on the system performance with
the error floors that can be observed at high SNR. The ISI effect
is embedded in the generated channel when the channel multi-
path delays exceed the cyclic-prefix duration.

Fig. 5 illustrates the UWB system performance in the
imperfect timing synchronization. The performance is ob-
tained in the low-rate mode with various timing errors where
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Fig. 4. Average BER of MB-OFDM UWB systems in perfect frequency and
timing synchronization.
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Fig. 5. Average BER of MB-OFDM UWB systems for low-rate mode in im-
perfect timing synchronization.

T = ((Ts)/128). From the figure, positive timing errors always
worsen the system performance. As illustrated in Fig. 2(a),
positive timing errors correspond to misplacement of the FFT
window toward the previous OFDM symbol. This causes
the current OFDM symbol to pick up more signals from the
previous OFDM symbol, resulting higher ISI and worse perfor-
mance. Fig. 5 also shows that small negative timing errors yield
better system performance; however, large negative timing er-
rors degrade the system performance a great deal. As illustrated
in Fig. 2(a), negative timing errors correspond to misplacement
of the FFT window away from the previous OFDM symbol.
This helps reducing the delay effect of arriving signals from the
previous OFDM symbol, resulting a better performance in case
of small negative timing errors when the information is detected
based on the decision rule in (50). However, for large negative
timing errors, the loss of the first several rays in the first cluster
of the arriving signals of the current OFDM symbol causes the

=0 -
€ =+/-0.05 -
£=+/-0.10
e€=+/-0.15
Max. CFO tolerance (+/- 20ppm) |

lepaao

10 12 14 16 18 20

8
E,/N, (dB)

Fig. 6. Average BER of MB-OFDM UWRB systems for low-rate mode in im-
perfect frequency synchronization.

degradation of the system performance. Note that these major
rays possess a relatively large energy in the arriving signals
since the cluster and ray amplitudes decay exponentially. Here,
we see a trade-off between the delay of arriving signals from
the previous OFDM symbol that causes the ISI and the loss
of major rays in the arriving signals from the current OFDM
symbol. Lastly, more severe channel tolerates more timing
synchronization errors. Note that the more severe the channel is
the larger the delay. Such channel allows larger negative timing
errors since negative timing errors tend to reduce the channel
delays.

The UWB system performance in the imperfect frequency
synchronization is described by Fig. 6, where the performance is
obtained in the low-rate mode with various relative carrier-fre-
quency offsets. Note that negative and positive frequency er-
rors with the same magnitude yield the same performance. Two
observations are from the figure. First, as the ¢ magnitude in-
creases, the system performance becomes worse. As illustrated
in Fig. 2(b), the demodulated signal ¢, ;, in term of energy, con-
tains less the desired symbol c,, ; due to smaller H,,, magnitude
while contains more other symbols (the undesired ones). As a
result, frequency synchronization errors increase the ICI and de-
grade the system performance. Secondly, similarly to the case
of imperfect timing synchronization, more severe channel tol-
erates more frequency synchronization errors. In Fig. 6, the dis-
tance between two consecutive curves in CM1 is larger than that
of CM4. Since the performance is relatively bad in the severe
channels due to ISI, the same amount of carrier-frequency offset
causes a relatively small degradation to the system performance.
Fig. 6 also shows the system performance at the maximum car-
rier frequency offset (CFO) tolerance of +20 ppm, as specified
in [3]. Since there are 14 bands in the proposed standard, the
tolerance in the figure is computed for Band 2 with center fre-
quency of 3960 MHz for the demonstration purpose, and it is
equivalent to € = 0.02. The figure reveals that the UWB system
performance in the maximum CFO tolerance is about the same
with that in the perfect frequency synchronization (i.e., ¢ = 0).
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Fig. 7. Average BER of MB-OFDM UWB systems for low-rate mode in im-
perfect frequency and timing synchronization.
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Fig. 8. Average BER of MB-OFDM UWB systems for high-rate mode in
channel model CM1: simulation versus analysis.

The last figure of interest is Fig. 7, which illustrates the com-
bined effect from frequency and timing synchronization errors
on the system performance. As mentioned above, negative and
positive frequency synchronization errors have the same degra-
dation effect to the system performance. On the other hand, pos-
itive timing errors cause more performance degradation than the
negative timing errors.

B. Simulation versus. Numerical Results

Fig. 8 presents simulation results versus numerical results of
the UWB system performance. For demonstration purposes, two
cases are presented: perfect and imperfect synchronization in
CM1 with the high-rate mode. These two cases correspond to
e =0,7 =0and e = 0.2, 7 = 3T, respectively. We can see
the simulation curves match the numerical curves very well. In
case of middle-rate and low-rate modes, transmit information
is jointly encoded across time and frequency, and we expect
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Fig. 9. Average BER of MB-OFDM UWB systems for high-rate mode in
channel model CM1: Rayleigh fading versus lognormal fading—simulation
results.

the same performance match and thus omit the simulation. The
simulation results validate the theoretical analysis.

Since UWB channel standard suggests the use of lognormal
fading and lognormal shadowing for the UWB channel model,
Fig. 9 compares simulated performance under various fading
scenarios, including Rayleigh fading without shadowing, log-
normal fading without shadowing, and lognormal fading with
shadowing. The case under the simulation corresponds to im-
perfect synchronization with ¢ = 0.2 and 7 = 37 in CM1 with
high-rate mode. The results confirm our expectation that, in
case of no shadowing, the performance under lognormal fading
channel is a bit better than that under Rayleigh fading channel.
Also, the performance under channels with both fading and
shadowing is worse than that under pure fading channel, as
expected. For example, without shadowing, the performance
under lognormal fading channel is about 1dB better than that
under Rayleigh fading channel at BER of 10~!. With the
shadowing effect taken into account, the performance degrades
by about 5 dB at the BER of 10~ 1.

VI. CONCLUSIONS

We provide performance analysis of MB-OFDM UWB
systems in the four IEEE 802.15.3a channel models under four
conditions of frequency and timing synchronizations. We first
derive the average SNR of the systems in the standard channel
models. Then we analyze the system performance in terms of
average BER. The analysis provides us an insightful under-
standing of the system performance in the standard channel
models under different conditions of the frequency and timing
synchronizations. A number of numerical results provides a
visual observation of the UWB system performance in various
synchronization conditions. Simulations are presented for the
validation of the theoretical analysis. In addition, simulations
provide a comparison of system performance in channels of
Rayleigh fading without shadowing, lognormal fading without
shadowing, and lognormal fading with lognormal shadowing.
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