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Low power and high performance are the two most important
criteria for many signal-processing system designs, particularly
in real-time multimedia applications. There have been many ap-
proaches to achieve these two design goals at many different
implementation levels ranging from very-large-scale-integration
fabrication technology to system design. However, the major draw-
back is that present approaches are either too costly or not
efficient enough. In this paper, we review the works that have
been done at various levels and focus on the algorithm-based
approaches for low-power and high-performance design of signal-
processing systems. We present the concept of multirate computing
that originates from filterbank design, then show how to employ it
along with the other algorithmic methods to develop low-power
and high-performance signal-processing systems. The proposed
multirate design methodology is systematic and applicable to many
problems. We demonstrate in this paper that multirate computing
is a powerful tool at the algorithmic level that enables designers
to achieve either significant power reduction or high throughput
depending on their choice. Design examples on basic multimedia
processing blocks such as filtering, source coding, and chan-
nel coding are given. A digital-signal-processing engine that is
an adaptive reconfigurable architecture is also derived from the
common features of our approach. Such an architecture forms a
new generation of high-performance embedded signal processor
based on the adaptive computing model. The goal of this paper
is to demonstrate the flexibility and effectiveness of algorithm-
based approaches and to show that the multirate approach is
an effective and systematic design methodology to achieve low-
power and high-throughput signal processing at the algorithmic
and architectural level.
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I. INTRODUCTION

Multimedia—a versatile presentation of speech, audio,
video, graphics, and text—has become the major theme
in today’s information technology that merges traditional
giants of communication, computing, and information pro-
cessing into an interdisciplinary field. Nowadays, people
enjoy multimedia in almost every aspect of their daily
life such as communication, data search, presentation, ad-
vertisement, games, etc. As a consequence, it has been
emerging as a new technology that has changed and is still
changing our lifestyle. One major feature of multimedia
data processing is that it calls for computationally intensive
data processing at millions to billions of operations per
second. Hence, how to handle the demanding computational
tasks in real time and how to implement them in a cost-
effective way have become a big challenge.

On the other hand, with the advent of personal com-
munications services (PCS’s) and personal data assistant
(PDA’s), the future trend is to run multimedia appli-
cations on those portable devices. The need for high-
speed data/signal processing will lead to much higher
power consumption than traditional portable applications.
Due to the limited power-supply capability of current
battery technology, we are facing a dilemma that has
two design problems to conquer, and they are considered
to be problems of opposite natures. One is to explore
high-performance design and implementation that can meet
the stringent speed constraint for real-time multimedia
applications. The other is to consider low-power design so
as to prolong the operating time of the PCS/PDA devices.
The following question can be posed. Can we design the
system smartly so that we can develop a solution that can
conquer both problems depending on the needs of the users?
We will answer this question by working at the algorithmic
level.

In this paper, we will review the design of low-power
and high-performance multimedia signal-processing sys-
tems and focus on the treatment of algorithmic and ar-
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chitectural level approaches. We will introduce a new
algorithm-based low-power and high-performance design
technique—the multirate approach—and combine it along
with other digital signal processing (DSP) techniques such
as look-ahead and folding to design several major multime-
dia DSP processing blocks, including digital finite/infinite
impulse response (FIR/IIR) filtering, source/channel coding
processing kernels for low-power/high-speed multimedia
systems. The resulting very-large-scale-integration (VLSI)
architectures can perform the DSP functions at times
slower operating frequency while retaining the same data
throughput rate. This feature can help achieve significant
power saving under low supply voltage without loss of
speed performance. Also, the proposed VLSI architectures
can be readily applied to high-speed signal processing with
a speedup factor of .

In what follows, we first briefly review existing design
approaches as well as DSP techniques that achieve low-
power/high-performance data processing. Then we will
introduce the concept of multirate computing and other
low-power design methodologies.

A. Low-Power VLSI Design Approaches

The power dissipation in a well-designed digital comple-
mentary metal–oxide–semiconductor (CMOS) circuit can
be modeled as [1]

(1)

where is the average fraction of the total node capacitance
being switched (also referred to as the activity factor),
is the effective loading capacity, is the supply voltage,
and is the operating frequency. On the other hand, the
delay of the CMOS device can be approximated as

(2)

where is the capacitance along the critical path,
is the device parameter, and is the threshold voltage
of the devices. Equations (1) and (2) play the essential
roles in low-power VLSI designs. Namely, in order to
lower the total power consumption of the CMOS circuits,
we want to reduce the values of , and
by applying all possible techniques at all levels of the
VLSI system without sacrificing when those parameters
change [2]–[6]. The existing low-power design approaches
are summarized below.

1) Device/VLSI Technology Level:Over the last decade,
the CMOS feature size has been reduced from more than 3

m to about 0.25 m now. The advance in integrated circuit
(IC) fabrication technology also leads to low-power design.
Smaller transistor size not only improves the device/circuit
speed performance but also reduces the total silicon area
and capacitances and hence the total power consumption.
Besides, the increased level of integration allows designers
to use the vacated area for extra circuits to compensate for
the degraded device speed due to lowered supply voltage
(as we will discuss later).

In addition to the reduction of the feature size, lowering
the threshold voltage is another commonly used ap-
proach to achieve low-power consumption at the technology
level [3], [7]. From (2), we can see that the delay of the
circuit is inversely proportional to . Thus, it is
desirable to reduce the magnitude ofeither to minimize
the degradation of speed caused by loweredor to allow
further reduction in .

On the other hand, it is predicted that 1.5 V (or lower)
operation will be needed by the year 2001 for portable
products [5]. Since the supply voltage of the conventionally
scaled CMOS technology will reach its limit at a supply
voltage of 1.5 V, an alternate process technology such as
silicon-on-insulator (SOI) is suggested to replace CMOS
technology [5], [8]. The SOI technology allows power
supply reduction to 1 V or less and also greatly simplifies
the fabrication process. Those merits have made SOI the
best candidate for future low-power fabrication technology.
Nevertheless, the cost of the technology/device approach
is the most expensive among all low-power techniques
since it requires the investment of new semiconductor
equipment and technology. Furthermore, it takes time for
a fabrication technology to be mature enough for mass
industrial applications.

2) Circuit Approach: High-speed/low-power VLSI op-
erators (adders and multiplies) are usually developed at
the circuit/gate levels (e.g., look-ahead adders, Wallace-
tree multiplier, etc. [9]). By employing some special DSP
treatments of the basic VLSI operators, the hardware cost
and the speed performance can be further improved. One
example isdistributed arithmetic[10], which is widely
used in discrete cosine transform (DCT) chip designs
[11]–[13]. Other approaches include aresidue number
systemthat performs multiplication in the modulo domain
[14]–[16], power-of-two coefficientsthat employ only
adders to perform multiplication [17]–[19], and adelta-
sigma modulatorthat makes one bit quantization feasible
in the analog–digital, digital–analog circuit designs [20].
Each approach provides different tradeoffs in terms of the
power/speed/area of the design.

At the CMOS circuit level, various circuit design
techniques are also available; e.g., dynamic versus static
CMOS logic, conventional static versus pass-transistor
logic, and synchronous versus asynchronous design [2]. As
far as power consumption is concerned, the static CMOS
logic and asynchronous design are preferable because their
switching activities are less. The pass-transistor logic family
is also a promising candidate since it uses lesser number
of transistors when compared with conventional static
CMOS circuits for implementing the same logic function
[1, ch. 5]. Recently, the low-power digital circuits based
on adiabatic-switching technique were introduced [21].
By employing the adiabatic-switching circuits, the signal
energies stored on circuit capacitances can be recycled
instead of dissipated as heat, which provides a promising
power-saving technology at the circuit level.

3) Logic-Level Approach:In CMOS circuits with negli-
gible leakage current, power is dissipated only when there
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is a transition at the output of the gate (zero to one or
one to zero in logic value). In the logic-level, low-power
design, the major focus is to reduce the frequency of energy
consumed in transitions for given logic functions, i.e., the
activity factor in (1). A variety of existing approaches can
be found in [22]–[25]. They basically examine the given
logic functions and perform logic optimization/synthesis in
such a way that the total number of logic transitions can
be minimized for most input signals. By doing so,, and
hence the total power consumption of the circuits, can be
reduced. In general, the power saving of the logic approach
is in the range of 20–75%.

4) Architectural/Algorithmic Approach:From (1), we can
see that the reduction of is the leveraged way to
reduce the total power consumption due to its quadratic
dependence. However, the delay will drastically increase as

approaches [see (2)]. That is, we suffer from aspeed
penaltyas is decreased. To meet the low-power/high-
throughput constraint in most DSP applications, the key
issue in algorithmic/architectural-level low-power design
is to “compensate” for the increased delay caused by the
lowered supply voltage. Current approaches to compensate
for the increased delay include the techniques of “parallel
processing” and “pipelining” [2], [6]. In this paper, we
will present a new compensation technique based on the
multirate approach, which will be discussed in detail later.

5) System-Level Approach:The system-level, low-power
VLSI design evolves from the power-saving techniques
that are frequently used in laptop/notebook computers as
well as the energy-saving “green products.” When one
of the subsystems is idle for a period of time, it may
switch to one of the modes—doze, nap, sleep—to save
system power. Recent state-of-the-art central processing
unit (CPU) designs have employed the same design concept
to manage both dynamic and static power of the CPU
[26]. The embedded activity-management circuit of the
CPU provides the capability to shut down portions of
subsystems that are not required in current or impending
operations. Therefore, significant power saving can be
achieved. There are two design issues involved in the
system-level low-power designs. One is the partitioning of
the system into submodules that have high interconnection
density within themselves. By doing so, the influence
of shutting down one submodule on other submodules
can be minimized. For application-specific (AS)IC designs
that use multichip modules (MCM’s) implementation, the
partitioning can be done by employing the systematic
approach discussed in [27]. The other is the design of
additional hardware/software for monitoring the working
status of each submodule of the chip, which will introduce
extra cost and weight to the system.

Among these low-power techniques, the algorith-
mic/architectural approach is the most promising one
[6]. First, the algorithmic/architectural low-power design
is achieved by reformulating the algorithms and map-
ping them to efficient low-power VLSI architectures to
compensate for the speed penalty caused by low supply
voltage. Basically, we only trade more silicon area for

low-power consumption under current technology, without
invoking dedicated circuit design, new expensive devices,
and advanced VLSI fabrication technology. Compared with
other approaches, the algorithmic/architectural low-power
design is one of the most economical ways to save power.
Second, the power saving of the algorithmic/architectural
approach is in the range of 70–90%1 (as we will show it
in this paper). Therefore, the algorithmic/architectural-level
approach provides the most leveraged way to achieve low-
power consumption when both effectiveness and cost are
taken into consideration.

B. Algorithm/Architecture-Based
Low-Power/High-Performance Approaches

In the literature, there have been many existing re-
search efforts to perform low-power/high-performance data
processing at the architectural/algorithmic level for DSP
applications. Basically, they can be categorized as follows.

1) Approximation Approach:Sometimes, the direct im-
plementation of a given DSP algorithm is very costly and
inefficient. To reduce the implementation cost, we may
relax some constraint (or make some approximation) in
the DSP algorithms. As long as the relaxed/approximation
approaches yield acceptable performance in the statistical
sense, they can generally lead to much simplified architec-
tures, which then add to the saving of total implementation
cost. For example, in motion estimation (ME) schemes,
the three-step ME [28] is usually employed to reduce the
computational complexity while maintaining a performance
comparable with the full-search ME schemes [29]. Thesplit
recursive least squares (RLS)[30] algorithm is an approx-
imate RLS that can perform RLS for nonstructured data
and has only complexity. Examples of approximate
signal processing based on incremental refinement can be
found in [31].

2) Model-Based Approaches:Model-based signal pro-
cessing explores the inherent properties of signals, then
uses only some parameters to represent the desired signal.
Examples are linear prediction coding (LPC) [32] in
digital speech processing and autoregressive (AR), moving
average (MA), and ARMA models in stochastic data
processing. Also, in image/video processing, the model-
based approach has been used in very-low-bit-rate coding
[33]. The advantage of such an approach is that it
helps to capture the signal characteristics through those
parameters (e.g., LPC coefficients are related to the vocal
track model). On the other hand, it can be applied to
efficient data transmission since only the parameters need
to be transmitted. A good review of model-based signal
processing can be found in [34].

3) Pipelining: Pipelining is the most frequently used
technique to achieve high-speed data processing in VLSI
signal processing. The main idea behind pipelining a design
is to insert latches between consecutive pipeline stages
so that the delay through the critical path can be shortened

1The current goal is to reduce the total power dissipation of the
electronics systems to two orders of magnitude less than what would have
been with the conventional technology [5].
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by a factor of . As a result, the speed of the system is
times faster than that of the original system at the penalty
of increasing the latency. On the other hand, the pipelining
can be used to compensate for the delay incurred in the
low-power design when the supply voltage drops signifi-
cantly. Some derivations of the pipelining techniques are
asynchronous circuit pipelining [35], two-level (word/bit-
level) pipelining [36], and bit-level pipelining approaches
[37].

4) Parallel Processing:Parallel data processing is the
technique that decomposes the desired DSP function into
independent and parallel small tasks. Then the small tasks
are executed concurrently, and individual results are com-
bined together to obtain the desired computation result. It
is a form of “divide-and-conquer” strategy in dealing with
DSP problems. One famous example is the fast Fourier
transform (FFT) [38]. It first decomposes an-point FFT
into two -point FFT’s, and the whole computation is
expanded recursively to form a parallel computing network.
A systolic array, on the other hand, is a parallel structure
by nature. The goal of parallel processing is to utilize
each processing element (PE) fully to achieve maximum
data throughput rate. This feature is very suitable for high-
speed data processing and VLSI implementations. The
multirate approach proposed in this paper belongs to this
category. We will show a systematic way to convert a given
DSP algorithm into its equivalent multirate realization. The
advantage of the multirate approach will be illustrated in
the next section.

In summary, these design approaches are frequently used
for building low-complexity, low-cost, high-throughput-
rate DSP systems or for low-power implementation. In
what follows, we will introduce the concept of look-
ahead and multirate computing. These approaches provide
a systematic and efficient way to achieve low-power/high-
performance DSP computations at the algorithmic level.

C. Look-Ahead and Multirate Computing Concepts

As we discussed in the preceding subsection, “pipelining”
and “parallel processing” are frequently used techniques
to achieve high-speed data processing in VLSI design.
These two techniques are also applied to architectural-
level low-power design [2]. In [2], these two techniques
were suggested to compensate for the speed penalty, and a
simple comparator circuit was used to demonstrate how
parallel independent processing of the data can achieve
good compensation at the architectural level. In most DSP
applications, however, the problems encountered are much
more complex. It is almost impossible to directly decom-
pose the problems into independent and parallel tasks.
Therefore, the properties of the DSP algorithms should
be fully exploited in order to develop efficient techniques
to compensate for the loss of speed performance caused
by low-voltage operations. The main issue here is to
reformulate the algorithms so that the desired outputs can be
obtained without hindering the system performance such as
data throughput rate.

(a)

(b)

Fig. 1. (a) First-order recursive digital filter. (b) Two-stage
look-ahead equivalent.

1) Look-Ahead:VLSI implementations of recursive al-
gorithms are constrained by the speed of the feedback
loop. The look-ahead transformation [39]–[41] modifies
the algorithm so that the recursive bottleneck is eased.
The speed-up provided by the application of look-ahead
comes at the cost of increased hardware complexity. We
will illustrate the idea of look-ahead using a simple first-
order recursive filter [41]. The input-output equation can
be written as

(3)

where is the desired recursive output, represents
the current input, and is a constant. The computations
involved in (3) are shown in Fig. 1(a).

Applying a two-step look-ahead converts (3) into

(4)

The look-ahead transformation in (4) can be exploited
in many ways to obtain high-speed designs [39], [40].
Fig. 1(b) shows how the look-ahead transformation enables
a block filter implementation. Note that there are two delay
elements in the feedback loop in Fig. 1(b), whereas the
feedback loop in Fig. 1(a) has only one delay element. Let
the critical path propagation delay of the original circuit
be . The feed-forward computation in Fig. 1 (i.e., the
computation of and the computation
of from ) can be easily pipelined [41] so
that the critical path of the modified design is determined by
the feedback loop. Since the feedback loops in the original
and look-ahead designs each consist of one multiplier and
one adder, the critical path delay of the look-ahead circuit

also equals . In the look-ahead design,two outputs
are computed in parallel. This means that the throughput of
the look-ahead design is twice that of the original design.
Alternately, low-power operation is possible with the look-
ahead implementation. This low-power operation can be
obtained while maintaining the same throughput as the
original implementation. The supply voltage of the look-
ahead implementation is scaled from down to .
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The voltage can be chosen so that the critical path
delay, which is at , increases to
at . This is because the look-ahead design can provide
the same throughput as the original design while working
at half the clock speed. The supply voltage can be
computed using the delay model (2) as

(5)

Substituting V and V, we get
V. Here, the capacitance along the critical path remains
the same after the look-ahead transformation. The ratio of
the power consumption of the look-ahead implementation

to the power of the original implementation can be
written as

(6)

where and represent the effective capacitances of the
original and look-ahead designs, respectively, andis the
original operating frequency. If we neglect the complexity
of latches, we can approximate the complexity of the look-
ahead system to be thrice that of the original system (i.e.,

). We then obtain or a power
saving of 43%.

We have discussed the specific case of two-step look-
ahead for a simple first-order recursive filter. In general,
look-ahead by a factor of may be applied to a recursive
system to obtain an -fold speed-up or a low-power
design. Consider the following system:

(7)

where represents the present state vector, is
the input, and and are inputs that may or may not
depend on external inputs. To achieve low-power design,
we can apply an -step look-ahead [42]. This is equivalent
to expressing in terms of , which leads to

(8)

The corresponding power reduction can be found using
arguments similar to those used above.

2) Multirate: In this paper, we propose a new tech-
nique—the multirate approach—to compensate the afore-
mentioned speed penalty for low-power design. At the
same time, it can be used for high-speed design as well.
Traditionally, multirate signal processing has focused on
perfect reconstruction systems that are widely used in
subband coding-based compression of audio/video signals
and in transmultiplexers that convert between time and
frequency division multiplexing [43]. The goal in perfect

Fig. 2. An M -channel alias-free filterbank.

reconstruction systems is to design the multirate filterbank
so that the equivalent transfer function, when the analysis
and synthesis are combined together, is a simple delay. Such
a perfect reconstruction property can make a distortion-free
data transmission in communication systems.

Our interest, on the other hand, is to apply the multirate
network to realize a specific system-transfer function. That
is, if the system distortion is equivalent to the desired
system-transfer function, it becomes a computing system
that produces the desired transfer function under the multi-
rate environment. Hence, we can consider an alias-free
channel maximally decimated filterbank as a linear time-
invariant (LTI) system [43, ch. 5]. If the filterbank needs
to operate at a throughput of, then the operators (that
perform the computations indicated by in Fig. 2) need
to operate only at the rate of . This means that by
using slower operators that work at the rate of , we
can achieve low-power design while still maintaining the
overall throughput rate .

In this paper, we will show how this multirate filter-
bank idea can be generalized to a wide class of algo-
rithms. Specifically, we will discuss how the algorithms
can be modified/reformulated so that the actual operators
can perform computation at a slower rate. Fig. 3 shows the
generalized multirate approach for . The additional
concurrency that is required in the reformulated algorithm
can be obtained by applying appropriate transformations
that take advantage of the properties of the particular
algorithm. For example, let us consider the discrete cosine
transform (DCT) architecture in Fig. 4. For most of the
existing serial-input parallel-output (SIPO) DCT architec-
tures [44], [45], the processing rate of the operators must be
as fast as the input data rate [see Fig. 4(a)]. In employing
multirate low-power design, the DCT is computed from
the reformulated circuit using the decimated sequences
[Fig. 4(b)]. It is now a multirate system that operates at
two different sample rates. Since the operating speed of
the processing elements is reduced to half of the original
data rate while the data throughput rate is still maintained,
the speed penalty is compensated at the architectural level.
Suppose that the is approximately doubled due to
the hardware overhead in the reformulated circuit. Since
all the operations are at half of the original speed, the
lowest possible voltage can be reduced from
V to V [from (5)]. Using the CMOS power
dissipation model of (1), the overall power consumption of
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(a)

(b)

Fig. 3. The idea of multirate algorithm modification. (a) Original
design. (b) Multirate design.

the multirate design can be estimated as

(9)

where denotes the power consumption of the original
system.

We also show that the look-ahead idea can be used in
conjunction with the multirate concept. Look-ahead can be
applied to reformulate certain recursive algorithms within
the multirate system (Fig. 3).

3) Dual Low-Power/High-Speed Features:In addition to
low-power implementation, the other attractive application
of the look-ahead and the proposed multirate architectures
is in very-high-speed signal processing. In most VLSI
designs, the input data rate is limited by the speed of
the adders and multipliers in the circuit. In the video-
rate multimedia applications, the speed constraint results
in the use of expensive high-speed operators or full-custom
designs. Thus, the manufacturing cost as well as the design
cycle will increase drastically. Since the look-ahead and
multirate architectures are running at an times slower
operating frequency than the input data rate, they can
process data at a rate that is times faster than the
maximum speed of the processing elements. For example,
if we want to perform DCT for serial data at 100 MHz, we
may use the parallel architecture in Fig. 4, in which only
50-MHz adders and multipliers are required. Therefore, we
can perform very-high-speed DCT by using only low-cost
and low-speed processing elements. Hence, by employing
the look-ahead and multirate parallel architectures discussed
in this paper, the above-mentioned speed constraint can
be resolved at the architectural level with the same design
environment and fabrication technology.

D. Paper Outline

In this paper, we will demonstrate the effectiveness of the
algorithm-based approach based on the look-ahead, pipelin-
ing, parallel processing, and multirate approaches. We will
use several major multimedia DSP processing blocks as
examples, including digital DSP and FIR/IIR filtering,
source/channel coding kernels for low-power/high-speed

(a)

(b)

Fig. 4. (a) Original SIPO DCT circuit. (b) Low-power DCT
circuit using the multirate approach.

multimedia systems, and adaptive filtering. We will also
perform a finite-precision analysis and develop a DSP
computing engine. The topics that we will discuss are
summarized below:

1) DSP and Filtering: We present a systematic design
methodology for the multirate realization of a given ar-
bitrary LTI DSP system. The users can simply follow the
design steps to convert a speed-demanding system function
into its equivalent multirate transfer function. Since the data
rate in the resulting multirate filtering architecture is
times slower than the original data rate while maintaining
the same throughput rate, we can apply this feature either
to low-power implementation or to the speed-up of the
DSP systems. The proposed design methodology provides
VLSI designers with a systematic tool to design low-
power DSP systems at the algorithmic/architectural level.
Furthermore, it can be incorporated into the design of
high-level synthesis computer-aided-design (CAD) tools for
power minimization.

2) Video and Data Compression:The DCT and ME are
two major building blocks in most current video standards
such as Motion Pictures Experts Group (MPEG)-1, MPEG-
2, H.261, and H.263. We will therefore use DCT and ME
as examples to illustrate the concept of algorithm-based
low-power and high-speed design for source coding.

a) Transform-coding kernel design:We demonstrate
how the multirate approach can be applied to low-power
but high-speed transform-coding architectures. We start
with the derivations of the multirate DCT architectures.
The resulting multirate low-power architectures are
regular, modular, and free of global communications.
Also, the compensation capability is achieved at the
expense of locally increased hardware and data paths.
As a consequence, they are very suitable for VLSI
implementation. The multirate DCT design is later extended
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to a unified low-power transform coding architecture
that can perform most of the existing discrete sinusoidal
transforms based on the same processing elements.

b) Motion estimation:Based on the concept of pseu-
dophase and the sinusoidal orthogonal principles [46],
[47], we design a novel low-power, low-complexity,
and high-throughput coordinate rotation digital computer
(CORDIC) [48] architecture for half-pel motion estimation.
Techniques such as look-ahead, multirate, pipelining, and
folding have been combined and used in the design.
The proposed multiplier-free and fully pipelined parallel
architecture works solely in the DCT domain without
interpolation of input images to meet the needs of
portable, high-quality, high-bit-rate picture transmission.
Its low computational complexity— as compared
with for commonly used half-pel block matching
architecture (HBKM-ME)—makes it attractive in real-time
multimedia applications.

3) Channel Coding:
a) Reed–Solomon (RS) decoder:With the widespread

use of RS codes in portable applications, low-power RS
decoder design has become an important issue. We discuss
how the Berlekamp algorithm can be modified in order to
obtain a low-power architecture. In addition, modifications
are also proposed for the syndrome and error computations.
The power reduction that can be achieved by the modified
design is estimated based on the VLSI synthesis results.

b) Viterbi decoder: The speed of a high-speed Viterbi
decoder is constrained by the recursive add-compare-select
(ACS) computation loop. In the literature [49]–[51], the
look-ahead transformation has been applied to break the
ACS loop and obtain high-speed operation. We illustrate
how this transformation can be applied to the ACS unit
to achieve low-power operation. We also review various
techniques that have been used in the design of high-speed
Viterbi decoders in the literature.

4) Adaptive Filtering: The throughput of an adaptive fil-
ter is restricted by feedback loops. For example, linear
transversal least-mean-square (LMS) filters have the weight
update loop and the error feedback loop. Various trans-
formations such as look-ahead [42], [52], [53] have been
applied to these feedback loops to obtain high-speed lattice
and transversal adaptive filters. We review these techniques
within the context of our high-speed/low-power approaches.

5) Finite-Precision Analysis of Multirate Implementation:
When the VLSI implementations of the multirate archi-
tectures are taken into consideration, the choice of word
length becomes an important design issue. In general,
shorter word lengths will result in fewer switching events,
lower capacitance, and shorter average routing length in the
system. Hence, it helps to improve the power saving and
speed performance of VLSI designs. On the other hand, if
the word lengths are too short, the rounding error caused
by fixed-point operations can be severe enough to hazard
the signal-to-noise ratio (SNR). Thus, choosing minimum
word lengths without degrading the SNR requirement is an
important issue in the low-power/high-speed VLSI design.
Motivated by this, we investigate the finite-word-length

effect of the multirate DCT architectures. Our study can
precisely predict the finite-precision behavior under dif-
ferent block sizes and decimation factors. By using the
analytical results, we can assign the optimal word length
for each DCT channel given the SNR constraint. Moreover,
our analyses show that the average SNR’s of the low-power
DCT architectures are better than that of the normal design
given the same word-length assignment. This indicates that
multirate designs have better numerical properties than the
normal design under fixed-point arithmetic.

6) A Reconfigurable Multirate DSP Computing Engine:We
map an important set of DSP algorithms onto a com-
puting engine that is of CORDIC nature. The proposed
system is a massively parallel architecture that is capable
of performing most low-level computationally intensive
tasks including FIR/IIR filtering, subband filtering, discrete
orthogonal transforms (DT’s), and adaptive filtering in
multimedia applications. We also show that the system
can be easily reconfigured to perform multirate FIR/IIR/DT
operations with negligible hardware overhead. Hence, we
can double the processing speed on the fly based on
the same processing elements. Since the properties of
each programmed DSP function such as parallelism and
pipelinability have been fully exploited in this design,
the computational speed of this computing engine can
be as fast as that of application-specific integrated circuit
(ASIC) designs that are optimized for individual specific
applications. The programmable/high-speed properties of
this unified VLSI architecture make it very suitable for
cost-effective video-rate multimedia applications.

The rest of this paper is organized as follows. In Section
II, the design methodology for deriving multirate DSP
and FIR/IIR filtering architectures is presented. The design
and implementation issues of the low-power quadrature
mirror filter (QMF) chips as well as the simulation/testing
results are also discussed. In Section III, source-coding
algorithms/architectures are discussed. In Section III-A,
we present multirate transform-coding architectures starting
with the derivation of multirate DCT VLSI architectures.
In Section III-B, we extend the multirate DCT design to a
unified transform-coding architecture. It can perform most
of the existing orthogonal transforms based on the same
processing elements. In Section III-C, a fully pipelined
parallel CORDIC architecture for half-pel motion estima-
tion is presented. It provides a low-power, low-complexity
solution for MPEG-2, H.263 compatible video codec de-
sign on a dedicated single chip. In Section IV, channel-
coding algorithms/architectures are discussed. In Section
IV-A, a low-power/high-performance Reed–Solomon de-
coder based on the modified Berlekamp’s algorithm is
presented. In Section IV-B, we review high-speed Viterbi
decoder design techniques and show how the look-ahead
technique can be used in the low-power design of the
ACS unit. In Section V, we review the current research
results in low-power/high-speed adaptive filter design. In
Section VI, we perform the finite-word-length analysis
for the multirate DCT architectures. The rounding errors
and dynamic range of the VLSI architectures under fixed-
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(a) (b)

Fig. 5. (a) An LTI FIR/IIR system. (b) Its equivalent multirate implementation, wherefs is the
data sampling rate.

point arithmetic are analyzed. In Section VII, we present
the system architecture of a reconfigurable adaptive DSP
computing engine that is capable of performing various
tasks in multimedia applications. The speed-up of the
system based on the multirate approach is also considered.
We then conclude our work in Section VIII.

II. DSP AND DIGITAL FILTERING

In this section, we present a systematic approach for the
low-power design of general LTI DSP systems based on the
multirate approach. In general, the direct implementation
of the system transfer function [see Fig. 5(a)] has
the constraint that the speed of the processing elements
must be as fast as the input data rate. As a result, it
cannot compensate for the speed penalty under low supply
voltage [2]. On the other hand, the multirate system in
Fig. 5(b) requires only low-speed processing elements at
one-third of the original clock rate to maintain the same
throughput. Hence, we can apply this feature to either low-
power implementation of the DSP system or speed-up of
the system.

Motivated by this, we derive a design methodology for
the design of low-power digital filtering systems. The
users can simply follow the design steps to convert a
speed-demanding DSP transfer function into its equivalent
multirate realization. We also verify the effectiveness of
the proposed multirate low-power design by the implemen-
tation of two FIR VLSI chips with different architectures.
One is the normal pipelined design and the other is the
multirate design with downsampling rate equal to two. We
implemented both chips using the same CAD synthesis
tool and the same VLSI technology. The only difference
lies in the architectural design. Therefore, the effectiveness
of the algorithm-based low-power design can be observed.
The simulation results show that by trading 50% more
silicon area, we can save up to 71% of the total power
consumption without sacrificing the data-throughput rate.
This observation is later verified by the testing of these two
FIR chips.

In what follows, we first review some basic multirate
operations that are useful for our derivations. We then

present the design methodology as well as the verification
of the multirate chip design.

A. Basic Multirate Operations

Given an FIR transfer function

(10)

and an arbitrary integer , we can rewrite as

(11)

where

(12)

for . Equation (11) is referred to as the
Type I polyphase representationwith respect to .

, are thepolyphase componentsof .
Fig. 6(a) shows the implementation of based on the
polyphase representation.

Two multirate operations will be used in our derivation.
One isnoble identities[see Fig. 6(b)]. It describes that
unit delays at the original clock rate is equivalent to one
delay at an times slower clock rate, and vice versa. The
other multirate operation is the equivalent implementation
of an -delay element, as shown in Fig. 6(c).
The multirate structure at the right is also known as the
delay chain perfect reconstruction system[43, ch. 5]. These
two basic multirate operations provide very efficient tools
in the theory and implementation of multirate systems
[43]. Take thedecimation circuitdepicted in Fig. 7(a), for
example. The decimation filter is in general a low-
pass filter preventing the aliasing effect after the decimation
operation. The direct implementation of Fig. 7(a) requires

multipliers and adders, and the operating frequency of
the processing operators needs to be as fast as the input data
rate. Instead, we can have a more efficient implementation
of Fig. 7(a) by applying the above-mentioned multirate
operations: First, we replace the transfer function in
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(a)

(b)

(c)

Fig. 6. Basic multirate operations. (a) Polyphase decomposition.
(b) Noble identities. (c) Equivalent multirate implementation of an
(M � 1) delay element.

Fig. 7(a) with that in Fig. 6(a), which results in Fig. 7(b).
Then, we move the decimation operation toward the middle
of the parallel paths [see Fig. 7(c)]. After applying the
noble identity, we have thepolyphase implementationof
the decimation circuit as shown in Fig. 7(d). The total
hardware cost is still multipliers and adders, whereas
the operating frequency has been reduced to only one-third
of the original clock rate.

Similarly, we can find the polyphase implementations of
the decimation circuits with transfer function and

. Fig. 8(a) and (b) shows the polyphase decimation
circuits with transfer function and ,
respectively, by following the steps in Fig. 7. The resulting
architecture is similar to that of Fig. 7(d) except that
the polyphase components have rotated, and some
extra delay elements are added to . In the following
derivation, the polyphase implementations in Figs. 7 and 8
will be used.

B. Design Methodology for Multirate FIR/IIR Systems

In this section, we present the design methodology to
derive the multirate LTI system of Fig. 5. Without loss of
generality, we assume that in our derivation. The
design procedure can be easily extended for any arbitrary

.
1) The Design Procedure:Given an LTI system with

transfer function with order and decimation factor
, the design procedure is as follows (see Fig. 9).

Step a) Insert unit delays after the transfer func-
tion .

Step b) Replace the delay element with its equivalent
“delay chain perfect reconstruction system.”

Step c) Move to the right until reaching the dec-
imation operators.

Step d) Merge the delay elements with the transfer func-
tions. Group the resulting new transfer functions
( , , and ) with their as-
sociated decimation operators.

Step e) Replace each decimation circuit in the circle
shown in Fig. 9(d) with itspolyphase implemen-
tation in Figs. 7 and 8. Then we have Fig. 9(e).

Step f) Note that the data inputs at points designated by
are the same, and so are those at points

and . After merging the common data paths in
Fig. 9(e), we obtain Fig. 9(f), in which

(13)

The general form of with an arbitrary decimation
factor can be shown to be

...
...

.. .
...

(14)

which is also known as thepseudocirculant matrixin the
context of alias-free QMF filter banks [43].

The design procedure described in Fig. 9 provides a
systematic way to design a low-power DSP system. In
the implementation of the FIR system, each in
Fig. 9(f) represents a subfilter of order . It can be
shown that the total hardware complexity to realize the
multirate FIR system is multipliers and
adders. Basically, we pay a linear increase of hardware
overhead in exchange for the advantage of an-times
slower processing speed.

In the multirate IIR system design, we first find out the
polyphase components , , of the
given IIR function . After replacing each in
Fig. 9 with its corresponding , for ,
we can apply the aforementioned design methodology to
convert into its equivalent multirate transfer function.
Note that the complexity of each can be as high
as that of the original transfer function . Hence,
we may pay up to hardware overhead for the
implementation of the multirate IIR filter. For detailed
derivation of the multirate IIR system design, the readers
may refer to [54].

2) Diagonalization of the Pseudocirculant Ma-
trix: Although the multirate implementation of Fig. 9(f)
can be readily applied to low-power design, the global
communication of this structure is not desirable in the
VLSI implementation. Therefore, we want to diagonalize
the pseudocirculant matrix of (14) so as to eliminate global
communication in the multirate implementation.
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(a) (b)

(c) (d)

Fig. 7. Derivation of the polyphase decimation circuit, wherefs denotes the data sample rate.
(a) The original decimation circuit. (b) Representing the decimation filter using Fig. 6(a).
(c) Applying the noble identity. (d) The resulting polyphase implementation.

(a)

(b)

Fig. 8. Polyphase decimation circuit with transfer function (a)z�1H(z) and (b)z�2H(z), where
fs is the data sample rate.

There are two ways to diagonalize of (14). One
is to use the DFT approach [55]. The DFT approach
requires complex-number operations for the filtering opera-

tions. In addition, it still has global communications in the
DFT/inverse (I)DFT networks. The second diagonalization
approach is based on polynomial convolution techniques
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(c) (d)

(e) (f)

Fig. 9. Design procedure for the multirate LTI system.

[56]. As an example, for the case of , (14) can be
rewritten as

(15)

The corresponding structure is depicted in Fig. 10. This
diagonalization approach involves only real-number oper-
ations to process the decimated sequences. However, as

increases, the derivation becomes complicated and the
resulting architecture is highly irregular (as opposed to the
DFT approach) [56]. In the verification part, we will use

the multirate FIR structure in Fig. 10 for our low-power
FIR chip design.

3) Power Estimation for the Multirate FIR Architecture:
Before we proceed to the chip design, we consider the
power dissipation of the multirate design. From (2), it can
be shown that the lowest possible supply voltage for
a device running at an -times slower clock rate can be
approximated by

(16)

where is the threshold voltage of the device.
Assume that V and V in the

original system. From (2), it can be shown that can
be as low as 3.08 V for the case of . For the
direct-form FIR realization, it requires multipliers and

adders. For the low-power multirate FIR architecture
depicted in Fig. 10 (where ), multipliers and

adders are required. Provided that the capacitance
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Fig. 10. Multirate FIR/IIR architecture withM = 2.

due to the multipliers is dominant in the circuit and is
roughly proportional to the number of multipliers, the
power consumption of the multirate FIR design can be
estimated as

(17)

where denotes the power consumption of the normal FIR
design. Although the multirate architecture requires about
50% hardware overhead, it consumes only 29% power of
the original pipelined design. In essence, we trade hardware
complexity for low-power consumption.

Another attractive application of the multirate design is
in the very-high-speed filtering. If we do not lower down
the supply voltage to save chip power consumption, the
multirate FIR structure of Fig. 10 can process data at a rate
that is twice as fast as the maximum speed of the processing
elements. We will also verify this issue later.

C. Verification of the Multirate Low-Power Design

We now verify the power saving of the multirate low-
power FIR structure. The selected FIR design is a QMF,
which is widely used in the image compression and subband
coding [57].

1) Selection of System Parameters:First, we consider the
design and implementation issues of the QMF. The imple-
mentation of the QMF filter requires a large number of
multipliers. To save the chip area, we choose the QMF
design with power-of-two (POT) coefficients [19] for our
chip implementation. For the purpose of further lowering
the hardware complexity, we modify the QMF design of
[19] by truncating some boundary tap coefficients and
by dropping some relatively small components in each
coefficient. Shown below are the QMF coefficients used
in our FIR chip design:

Table 1 PSNR Results for Different QMF’s

(18)

To verify the performance of this modified QMF, we
carried out simulations by passing the LENA image through
the subband coding structure (see [19, Fig. 5]). Table 1
lists the peak SNR (PSNR) results. Compared with the
original design of [19], our modified design suffers from
little degradation in PSNR but with much less hardware
complexity.

Next, we want to determine the system word length to
be used in our chip design. Since the word length would
directly affect the resulting chip area as well as the total
number of switching events in the logic circuits, it is
important to determine the minimum word length without
degrading the PSNR performance. We conducted computer
simulations by feeding the LENA image into the subband
coding structure under fixed-point arithmetic. The results
are shown in Fig. 11. Since the PSNR curve saturates
around , we use the word length of 12 bits in
our design.

2) Chip Design: Having decided the system specifica-
tions of our design, we use PARTHENON [58] to de-
sign/synthesize both the normal and multirate FIR filters.
The resulting chip layouts are shown in Fig. 12 [54],
[59]. In the multirate design, the upper right module real-
izes the upsampling and downsampling circuits of Fig. 10.
The other three modules realize the three -tap FIR
filters— , , and of Fig. 10—at
the operating frequency of . Their output signals are
sent back to the up/downsampling module to reconstruct
the filtering output running at . The chip area of the
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Fig. 11. PSNR results for the modified QMF as a function of
system word lengthB.

multirate design is about 50% more than that of the normal
design, as we expected. Therefore, our estimation of the
effective capacitance in (17) is very accurate.

To see the effect of supply voltage on the speed of the
FIR design, we conducted SPICE simulation for the critical
path of the FIR structure. The simulation results depicted
in Fig. 13 show that the propagation delay is approximately
doubled as the supply voltage reduces from 5 to 3.08
V. This is consistent with the results presented in [2].
Since the delay in the critical path generally determines the
maximum clock rate of the chip, we can predict that the
performance of the filtering operations will be degraded
by 50% under the 3.08-V supply voltage. Nevertheless,
the data-throughput rate of the multirate FIR will not be
affected by such a speed penalty since the slowed-down
processing elements are in the region (see Fig. 10).
The I/O data rate will remain at , which is the same as
the normal FIR design operated at 5 V.

3) Testing Results:These two chip designs have been
fabricated by MOSIS (a VLSI fabrication service) using

double metal CMOS technology without the use of any
low-power cells. The chips were tested under the same test
environments: the same input data sequence and the same
test equipment (HP 82 000 IC evaluation system) [59].

The measurements of the power dissipation and max-
imum speed of both chips are listed in Table 2. As we
can see, at the same 20-MHz data rate, the multirate FIR
chip can operate at a lower supply voltage of 3.2 V and
consumes only 21% of the power of the normal FIR chip.
These results agree with our arguments for the supply
voltage and power consumption of the low-power design.
Under the normal 5-V supply voltage, the multirate FIR
chip can operate at 31.3 MHz, which is 56% faster than
the normal FIR chip.

III. V IDEO CODING AND COMPRESSION

A. Multirate Low-Power DCT Architectures

The one-dimensional (1-D) time-recursive DCT of a
series of input data starting from and ending

at is defined as

(19)

for , where
and , are the
scaling factors. In [44]–[46], the DCT transform operator
is considered as a linear shift invariant (LSI) system with a
second-order IIR transfer function that maps the serial input
data into their transform coefficients. The transfer function
can be obtained from (19) as

(20)

where and and denote the
-transforms of and , respectively. The

corresponding IIR structure to compute theth frequency
component of the DCT is shown in Fig. 14, where

. It is regular, modular,
and fully pipelined. The IIR DCT works in a SIPO way.
It also avoids the input buffers as well as the index
mapping operation that are required in most parallel-input
parallel-output (PIPO) DCT architectures [61], [62]. One
disadvantage of the IIR structure is that the operation speed
is constrained by the recursive loops. In what follows, we
will reformulate the transfer function using the multirate
approach so that speed constraint can be alleviated.

Splitting the input data sequence into theevensequence

(21)

and theodd sequence

(22)

(19) becomes

(23)

Taking the -transform on both sides of (23) and rearrang-
ing, we have

(24)
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(a) (b)

Fig. 12. Final layout of (a) normal FIR filter (dimension= 4400� 6600 �
2) and (b) multirate

FIR filter (dimension= 6500 � 6600�
2) [54].

Fig. 13. Timing analysis for one pipelined stage in the FIR
design.

where and are the -transforms of
and , respectively. The parallel architecture to re-
alize (24) is depicted in Fig. 15, where denotes the
decimation factor.

To achieve downsampling by the factor of four ,
we can split the input data sequence into four decimated
sequences .
Then can be written as

Table 2 Testing Results of the Normal and Multirate FIR Chips

(25)

where is the -transform of . The correspond-
ing multirate architecture is shown in Fig. 16. Similarly,
the multirate IIR IDCT architectures can be derived (for
details, see [63]).

From Figs. 15 and 16, we can see that basically the
multirate DCT architectures retain all advantages of the
original IIR structure in [45] such as modularity, regular-
ity, and local interconnections. This makes the proposed
architectures very suitable for VLSI implementations. It is
also interesting to see that the speed-compensation capa-
bility of our architectures is achieved at the expense of
“locally” increased hardware complexity and routing paths.
This feature of local interconnection and local hardware
overhead is especially important when the transformation
size is large (e.g., the MPEG audio codec in which a
32-point DCT/IDCT is used [64]).
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Fig. 14. IIR DCT architecture.

Fig. 15. Low-power DCT architecture withM = 2.

1) Power Estimation for the Multirate DCT Design:Next,
let us consider the power dissipation of the low-power
DCT architectures. For the 16-point DCT under normal

operation, it requires 30 multipliers and 32 adders. For the
multirate 16-point DCT with , multipliers and

adders are required. Following the arguments in Section
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Fig. 16. Low-power DCT architecture withM = 4.

Table 3 Comparison of Hardware Cost for the DCT, IDCT, MLT, and ELT with Their
Multirate Designs in Terms of Two-Input Adder/Multipliers

II-B3, it can be shown that the power consumption for the
multirate design can be roughly estimated as

(26)

where denotes the power consumption of the original
DCT design. Similarly, for the case , the 16-point
DCT needs a total of 75 multipliers and 83 adders, and the
lowest possible voltage supply can be 2.08 V [from (16)].
The total power can be reduced to about

(27)

Therefore, we can achieve low-power consumption at the
expense of reasonable complexity overhead.

2) Comparison of Architectures:Table 3 summarizes the
hardware cost for the proposed architectures under normal
operation and under multirate operation (for ).

As we can see, the hardware overhead for the low-power
design is linear complexity increase for the speed compen-
sation. Next, we compare our low-power DCT architecture
with those proposed in [45] (SIPO approach) and [62]
(PIPO approach). From Table 4, we can see that our
multirate SIPO approach is a good compromise between
the other two approaches. Basically, the multirate approach
inherits all the advantages of the existing SIPO approach;
Meanwhile, it can compensate the speed penalty at the
expense of “locally” increased hardware and routing, which
is not the case in the PIPO approach. Although some
restriction is imposed on the data size due to the
downsampling operation, the choice of is much more
flexible compared with the PIPO algorithms.

In addition to the IIR-based approach, we can also
applybackward Chebyshev recursionto derive the multirate
DCT/IDCT architectures [65]. In computing the IDCT,
the Chebyshev approach requires less hardware complexity
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Table 4 Comparisons of Different DCT Architectures, Wherefs Denotes the Data Sample Rate,
M Denotes the Programmable Downsampling Factor, andN Is the Block Size

than the IIR-based approach presented here. Moreover, to
further reduce the hardware overhead, the multirate low-
power DCT architecture with logarithmic complexity can
be derived. The readers may refer to [63] for details.

B. Other Transform Coding Module Designs

In this section, we extend the multirate DCT design
to a larger class of orthogonal transforms. We start with
the multirate design of the modulated lapped transform
(MLT) and extended lapped transform (ELT) [67]–[69].
Later, based on the derivations of MLT and ELT, we derive
a unified transform coding architecture that is capable of
performing most of the discrete orthogonal transforms.

1) The IIR MLT Structure:The time-recursive MLT op-
erates on segments of data of length ,

, and produces output coefficients,
, , as follows [67]:

(28)

where if is even, and
if is odd. After some algebraic manipula-

tions, the MLT can be decomposed into [70]

(29)

where

(30)

(31)

with block size and

and

(32)
The IIR transfer functions for (30) and (31) can be com-
puted as

(33)

(34)

The corresponding IIR module for the dual generation of
and is depicted in Fig. 17(a), where

(35)

This IIR module can be used as a basic building block
to implement MLT according to (29). Fig. 17(b) illustrates
the overall time-recursive MLT architecture for the case

. It consists of two parts: one is theIIR module array,
which computes and with different index
in parallel. The other is theprogrammable interconnection
network,which selects and combines the outputs of the IIR
array to generate the MLT coefficients.

2) Low-Power Design of the MLT:As with the low-
power DCT, we can have a low-power MLT architecture
if each MLT module can compute and
from the decimated input sequences. After performing
the polyphase decomposition on (33) and (34), we can
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(a)

(b)

Fig. 17. (a) IIR MLT module. (b) The time-recursive MLT ar-
chitecture.

compute the multirate IIR transfer functions for
and as

(36)

and

(37)

The parallel architecture to realize (36) and (37) is shown
in Fig. 18, where

(38)

It consists of two MLT modules in Fig. 17(a). The upper
module computes part of the and from the
even sequence, while the lower one computes the remaining
part from the odd sequence. The two adders at the right
end are used to combine the even and odd outputs. Through
such manipulation, only decimated sequences are processed
inside the module. Hence, the MLT module can operate at
half of the original clock rate by doubling the hardware
complexity. The comparison of hardware cost is shown in
Table 3. Suppose that denotes the power consumption
of the MLT module in Fig. 17(a). From the CMOS power
model, it can be shown that the power consumption for the
low-power MLT modules is reduced to and
for the case of and , respectively.

3) Low-Power Design of the ELT:The ELT with basis
length equal to operates on a data segment of length

, , and produces
output coefficients , . One

good choice of the ELT is as follows [71]:

(39)

By the use of some trigonometric identities, we can rewrite
(39) as

(40)

where

(41)

(42)

with

and

(43)
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Fig. 18. Low-power IIR MLT module design.

Define the relationship in (29) and (40) as thecombination
functions. After comparing (29)–(32) with (40)–(43), we
see that the MLT and ELT have identical mathematical
structures except for the definitions of parameters and the
combination functions. Therefore, the IIR MLT module
in Fig. 17(a), as well as the low-power MLT module in
Fig. 18, can be readily applied to ELT by simply modifying
those multiplier coefficients. Also, the overall ELT architec-
ture is similar to the MLT architecture in Fig. 17(b) except
that the programmable interconnection network performs
according to the combination function defined in (40). The
hardware cost for the ELT can be found in Table 3. Since
the number of multipliers of the ELT is about the same as
that of the MLT, the power savings for both transforms
are similar. Although the proposed architecture requires
more hardware complexity compared with the single-output
regressive DCT architecture in [72], the decomposition of
the MLT/ELT into and in (29) and (40)
is more systematic and fits into our unified programmable
design very well (as we will discuss in the next section and
Section VII). We therefore use the two-output MLT/ELT
architectures for integrity of the presentation.

4) Unified Low-Power IIR Transform Module Design:
From the transform functions described in (29)–(32) and
(40)–(43), we observe that the low-power MLT architecture
in Figs. 17 and 18 can be used to realize most existing
discrete sinusoidal transforms by suitably setting the
parameters and defining the combination functions. For
example, in (30) is equivalent to the DCT by
setting

and (44)

As a result, the multirate MLT module in Fig. 18 can
compute the DCT with different index in parallel.

The other example is the DFT with real-valued inputs.
With the following parameter setting:

and

(45)
(30) and (31) become

(46)

(47)

which are the real part and the imaginary part of the DFT,
respectively. The discrete Hartley transform (DHT) can be
computed using the same parameter setting as the DFT
except that the programmable interconnection network in
Fig. 17(b) performs as

(48)

The parameter settings as well as the corresponding com-
bination functions for other orthogonal transforms are sum-
marized in Table 5.

The programmable feature of the unified low-power
module design makes it very attractive in transform-coding
applications. First, the unified structure can be implemented
as a high-performance programmable coprocessor, which
performs various discrete transforms for the host processor
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Table 5 Parameter Setting for the Unified Low-Power IIR Transform Coding Architecture

by loading the suitable parameters. Second, by hard wiring
the multiplier coefficients of the modules to preset values
according to the transformation type, we can perform any
one of the discrete sinusoidal transforms based on the same
architecture. This can significantly reduce the design cycle
as well as the manufacturing cost.

C. Motion Estimation

In video coding, motion estimation has been shown to be
very useful in reducing temporal redundancy but requires
very high computational complexity. Therefore, numerous
VLSI dedicated—or function-specific—architectures have
been designed solely for motion estimation [74] with ap-
plications to high-definition television (HDTV) [75], video
telephony, multimedia systems [76], asynchronous transfer
mode of video [77], etc. The most commonly used motion-
estimation architectures are based on the block matching
motion estimation (BKM-ME) algorithm, which performs
the matching of blocks between the current frame and the
reference frame in terms of either mean square error (MSE)
[29] or mean absolute difference (MAD) [28]. Extensive
investigation has shown that using the MAD leads to a
simpler implementation, while the performance is as good
as when the MSE is used in motion-compensated prediction
[78]. Hence, the MAD is usually employed as the cost
function in practical designs.

Some exhaustive-search block-matching architectures
have been proposed [79]–[81]. Due to the complexity of
block matching, the hardware complexity is also high.
Architectures for block matching based on hierarchical
search strategies to reduce the computational complexity
were presented in [82]–[85]. These structures require
two or more sequential steps/stages to find suboptimal
estimates. To avoid the blocking effect in BKM-ME, motion
estimation based on lapped orthogonal transform (LOT)
[69] and complex lapped transform (CLT) were proposed
[86]. They still require searching over a larger search
area and thus result in a very high computational burden.
Moreover, motion estimation using CLT-ME is accurate on
moving sharp edges but not on blur edges. In addition to
block-based approaches, pel-based estimation methods such
as pel-recursive algorithm [87], [88] and architecture [89],
optical flow approach [90] have been proposed. However,
the pel-based estimation methods are very vulnerable to
noise by virtue of their involving only local operations and

may suffer from the instability problem. In the category
of transform-domain motion estimation, three-dimensional
FFT has been successfully used to estimate motion in
several consecutive frames [91]. But the FFT operating on
complex numbers is not used in most video standards [92],
and the global routing structure is undesirable in VLSI
design. Also, it requires processing of several frames rather
than two.

To further improve the compression rate and resolution,
motion estimation with subpixel accuracy is essential as
movements in a video sequence are not necessarily multi-
ples of the sampling grid distance. Studies have revealed
that the temporal prediction error variance is generally
decreased by employing subpixel motion compensation.
Also, beyond a certain “critical accuracy,” the possibility of
further improving prediction by using more accurate motion
compensation schemes is small [93]. As a result, motion
compensation with half-pel accuracy is recommended in
MPEG-2 and H.263 standards. Some implementations that
employ exhaustive block matching were proposed in [94]
and [95]. In [95], the block matching is implemented with
a 1-D systolic array. Then a half-pel precision processing
unit is introduced to estimate half-pel motion vectors based
on integer-pel accuracy using bilinear interpolation method.
Interpolation, which is commonly used to perform spatial-
domain fractional-pel motion estimation [96], not only
increases the complexity and data flow of a coder but
also may adversely affect the accuracy of motion estimated
from the interpolated images. Therefore, the drawbacks of
the implementation in [95] are the loss of accuracy and
increased computational complexity.

1) Low-Power and High-Performance Motion-Estimator
Design: Based on the concept of pseudophase and the
sinusoidal orthogonal principles [46], [47], we design a
novel low-power, low-complexity, and high-throughput
CORDIC [48] architecture (CORDIC-HDXT-ME) for half-
pel motion estimation. Techniques such as look-ahead [39],
[40], [42], multirate [43], pipelining [2], and folding [97]
have been combined and used in the design. This proposed
multiplier-free and fully pipelined parallel architecture
works solely at DCT domain without interpolation of input
images to meet the needs of portable, high-quality, high-bit-
rate picture transmission. To obtain an estimation of half-pel
accuracy, we can have better flexibility and scalability by
first computing the integer-pel motion vectors [98] and
then considering only those around them to determine

1174 PROCEEDINGS OF THE IEEE, VOL. 86, NO. 6, JUNE 1998



(a) (b)

Fig. 19. Coder structures, where SD-ME stands for spatial-domain motion estimation and TD-ME
stands for transform-domain motion estimation. (a) Conventional hybrid coder structure.
(b) DCT-based coder structure.

Fig. 20. The assembled block diagram of CORDIC-HDXT-ME.

the half-pel motion vectors [99]. This architecture’s low
computational complexity— as compared with

for commonly used HBKM-ME [94], [95]—makes
it attractive in real-time multimedia applications. Unlike
the low-power video codec design in [100], our low-power
design is achieved at the algorithmic and architectural
levels. Also, unlike those fast block search integer-pel
motion-estimation methods (such as three-step search [101],
logarithmic search, etc.), which pick several displacement
candidates out of all possible displacement values in terms
of minimum MAD values of a reduced number of pixels,
the DCT pseudophase technique employs the sinusoidal
orthogonal principles to directly extract displacement
information from the discrete sinusoidal DXT (DCT/DST)
transform coefficients of images. With this direct extraction,
we also avoid the operation of interpolation in finding
half-pel motion vectors.

As explained in [46], the hybrid DCT motion-
compensated video coder structure in Fig. 19(a) used
in MPEG-2, H.261, and H.263 is not an efficient coder
structure because the throughput of the coder is limited by
the processing speed of the feedback loop. This becomes
the major bottleneck of the entire digital video system for
high-throughput, real-time applications. On the other hand,
the DCT-based subpixel motion estimation [spatial-domain
(SD)XT-ME] algorithm works solely in the DCT transform
domain so that we can move DCT/IDCT out of the loop,
as shown in Fig. 19(b).

Now the performance-critical feedback loop of the DCT-
based coder contains only a transform-domain motion es-
timation (TD-ME) unit instead of three major components
(DCT, IDCT, SD-ME), as in the conventional hybrid DCT
motion-compensated video coder. This not only reduces the
complexity of the coder but also achieves higher system
throughput. In addition to its low complexity, its ability
to estimate motion completely in DCT domain enables us
to replace all multiply-accumulate (MAC) operations in
plane rotation with CORDIC processors [48] and to effi-
ciently combine the two major processing components—the
DCT and motion estimation—into one single component
of relatively low complexity. Furthermore, from the im-
plementation point of view, we can get rid of the IDCT
module used for half-pel motion estimation by interleaving
it with the DCT module. Those major features, along with
the regular, modular, and only local connected properties of
the proposed CORDIC-HDXT-ME architecture, make the
MPEG-2, H.263 compatible real-time video codec design
on a single dedicated chip feasible without sacrificing the
performance.

According to the SDXT-ME algorithm in [46] and [47],
we derive the assembled block diagram of the CORDIC-
HDXT-ME architecture outlined in Fig. 20. It has four
major processing stages/phases.

1) The block of pixels at the current frame are
fed into atype II DCT/DST(2D-DXT-II) [73], [102]
coder, which computes four coefficients ,
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, , and such as

Meanwhile, the type II DCT/DSTcoeffi-
cients of the previous frame are transformed to
type I DCT/DST(2D-DXT-I) coefficients ,

, , and such as

2) The pseudophases computation module utilizes all the
previous parameters and takes times to produce
two pseudophase functions and .

3) Then and undergo type II inverse
IDCT/IDST (2D-IDXT-II) transform to generate

and .

4) Last, we search the peak values based on sinusoidal
orthogonal principles among and
to determine the integer-pel motion vector .

To obtain an estimation at half-pel accuracy, we can have
better flexibility and scalability by first using the CORDIC-
DXT-ME to get the integer-pel motion vectors and
then utilizing the half-pel motion estimator block to obtain
the estimation at half-pel accuracy. The half-pel motion
vector is determined by only considering the nine possible
positions around the integer-pel displacement .

In what follows, we describe the detailed design of each
block in Fig. 20.

D. Time-Recursive Programmable Module for 2D-DXT-II
and 2D-IDXT-II

The type II one-dimensional DCT/DST(1D-DXT-II) of
a sequential input data starting from and ending with

is defined as

where

for or
otherwise

Here, the time index in and denotes that
the transform starts from . Unlike the commonly used
two-dimensional (2-D) DCT structures (such as matrix
factorization [103], systolic structure implementation [104],
etc.), the time-recursive DCT architecture derived in [44]
is able to generate DCT and DST outputs simultaneously,
which can be used in computing pseudophases later. The
time-recursive updating of 1D-DXT-II is given by

(49)

Note that the orthogonal rotation of the lattice structure in
(49) is numerically stable so that the roundoff errors will
not be accumulated. This nice numerical property is very
useful in finite-precision implementation.

Similarly, the updating of theinverse 1D-IDXT-II(1D-
IDXT-II) is given by

(50)

The auxiliary variable is related to
by . From
the above discussion, we observe that both 1D-DXT-II and
its inverse 1D-IDXT-II share a common computational
module with only some minor differences in the data inputs
and the rotation angles. Therefore, we can integrate both
DCT and IDCT by interleaving for different functionalities.

Because the time-recursive 1D-DXT/IDXT-II module has
an inherent feedback loop, we can use the look-ahead
method to achieve low-power design. The two-stage look-
ahead relation for DCT/DST is given by

(51)

Furthermore, the two-stage look-ahead 1D-DXT-II can be
interleaved with 1D-IDXT-II into one unified structure that
contains three CORDIC processors. Clearly, the look-ahead
system can be clocked at a two-times faster frequency than
that of the original system. By following our arguments in
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Section I-C, this system can also be used to obtain a low-
power implementation. Since the capacitances along the
critical path remain the same after look-ahead transforma-
tion, we get V. Provided that the capacitances
due to the CORDIC’s are dominant in the circuit and are
roughly proportional to the number of CORDIC’s,

,
where denotes the power consumption of the original
DCT/IDCT.

In the third stage of Fig. 20, two pseudophase functions,
and , pass through 2D-IDXT-II module (type

II inverse IDCSTand IDSCT) to generate and
in view of the orthogonal property

IDCSTII

(52)

IDSCTII

(53)

where are the peak positions used in determining
the integer-pel motion vectors.

To interleave the DCT module used in the first stage
with the IDCT module in the third stage of Fig. 20, we
extend and modify the 2-D DCT structure in [12] to
simultaneously generatetype II DCCT, DCST, DSCT and
DSST coefficients when the pixels of the current frame

are selected, or and when
and are in turn selected, as shown in Fig. 21. To
dually generate and , we use a multiplexer
to control the input data flow by choosing of

followed by
alternately for different . As a result, the module generates
1-D IDST , which enters the lower circular shift ma-
trix in Fig. 21, andIDCT , which enters the upper
matrix in turn. The 2-DIDCST andIDSCT
can be obtained independently afterwards. In Fig. 21, the
2D-DXT-II/2D-IDXT-II module is composed of three 1D-
DXT-II/1D-IDXT-II arrays; thus, the coder needs a total of

CORDIC’s and adders for 2D-DXT-II and
its inverse 2D-IDXT-II.

Note that thetype I 2D-DXT-I coefficients ,
, , and required by the pseu-

dophase computation in the second stage of Fig. 20 can
actually be obtained by the plane rotation of thetype II
2D-DXT-II kernels, as shown in Fig. 22(a). By insert-
ing the latches across any feed-forward cut-set shown in

Fig. 22(b), we obtain a pipelined architecture at the expense
of an increase in the output latency. Now the pipelined
structure, which still requires four CORDIC’s, can be run
at a two-times faster clock rate than that of the original
design without pipelining. By reducing the supply voltage,
however, we can increase the propagation delay of the
pipelined system until it equals that of the origin system.
Because the capacitances along the critical path get halved,
by following the similar derivations in Section I-C, we
get V and

, where de-
notes the power consumption of the original conversion
module. The rotation module in Fig. 20 consists of
such units, as shown in Fig. 22(b), for parallel rotations
of different channels. It requires a total of CORDIC’s
and takes time to perform transformation from 2D-
DXT-II to 2D-DXT-I.

E. Pseudophase Computation and Peak Searching

As mentioned in [46], the pseudophase functions
and of integer-pel displacements between previous
frames and current frame are computed by solving
the system equation

for (54)

where is the displacement, is the pseudophase
vector, which also equals , and
stands for “don’t care.”

If we adopt Gaussian elimination or the Givens rotation
method to solve for pseudophase and in the
system equation, it incurs a heavy computational burden.
However, by exploring the structure embedded in the

, we can reduce the 2-D problem to 1-D. Because
we are only interested in solving pseudophase and

, we multiply both sides of the system equation by
and get the reduced 2 2 matrix equation

(55)
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Fig. 21. Time-recursive structure to compute DCCT/DCST/DSCT/DSST and the inverse.

(a) (b)

Fig. 22. The architecture for 2D-DXT-II to 2D-DXT-I conversion. (a) Lattice structure.
(b) Low-power design.

where

. Then and can be

found as

where

(56)

From the above discussion, we observe that those com-
putations like and in (25) are similar. We thus
employ the folding technique [97] to save area. The folded
architecture in Fig. 23 requires ten CORDIC’s. The hard-
ware complexity is almost halved compared to the un-
folded pipeline architecture. This reduction in hardware
is achieved at the expense of increasing the latency of
the module. The switches’ settings in Fig. 23 are for

, and the complementary settings are for . The
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Fig. 23. Folded pipeline structure for pseudophase computation.

Fig. 24. Low-power design for pseudophase computation.

latches (D’s in Fig. 23) driven by two nonoverlap clocks
are introduced across the feed-forward cut-set in order to
reduce the critical path and to synchronize the pseudophase
computation. Here, some CORDIC processors are operated
in hyperbolic rotation mode[48] to evaluate , , and the
pseudo phases and . Overall the structure is
fully pipelined, and it takes time to compute two
pseudophase functions and .

By following the multirate design procedure in Section
II, we can obtain the low-power multirate structure

with outlined in Fig. 24, where thepipelined
computationmodule corresponds to that in Fig. 23. The
multirate design needs 20 CORDIC’s. Based on the
arguments in Section II-B3, it can be shown that the
power consumption for the multirate design can be
roughly estimated as

, where
denotes the power consumption of the original pseudophase
computation. In summary, we can parallelize such
multirate modules for different channels to speed up
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the pseudophase computation. It takes time to
accomplish the work, and the hardware cost is
CORDIC’s and adders.

The 2-D search for the peak value among and
can be reduced to the 1-D search by the row-

column decomposition search. The decomposition search
looks for the peak value of each row, followed by a vertical
search of the previous results, as shown in Fig. 25(a) (here,
we use as an example, it is also applicable to

). Since it is fully pipelined, a careful design to
optimize the speed or reduce the power consumption of the
system is required by inserting latches along the critical
path. The latency of peak search is . The peak search
needs process elements (PE’s), and the hardware
structure of a PE is shown in Fig. 25(b).

F. Time-Recursive Programmable Module
for Half-Pel Motion Estimator

To obtain an estimation at half-pel accuracy, we can
first compute the integer-pel motion estimate and
then utilize the half-pel motion estimator block to produce
DCS and DSC for
and , as shown in Fig. 20. The
DCS andDSC are defined as follows [47]:

DCS

(57)

DSC

(58)

where . The half-pel motion vector
is determined by only considering the nine possible posi-
tions around the integer-pel displacement . The peak
position of eitherDCS or DSC determines the
half-pel motion estimation.

For the computation of the two-dimensionalDSC ,
we can decompose its computation into tree-structured
hierarchicalone-dimensional type II inverse IDCT/IDST,as
shown in Fig. 26 (here, we useDSC as an example;
the same approach can be applied toDCS ). Note that
the computations encircled by dot boxes in Fig. 26 are the
same except for the phase differences. Let us define

(59)

Table 6 Components of Different Phases in (60) and (61)

where stands for different phases such as , ,
and in the middle level of Fig. 26. Therefore,
by using the same time-recursive approach for inverse 1D-
IDXT-II described in Section III-C, we can obtain the
one-step time-recursive updating similar to (50) [99]. To
achieve the low-power design, we need to double the step
size to get the two-step look-ahead time-recursive updating
for different phases. Those updating equations are similar
but with only some minor differences in the data paths and
the rotation angles. Therefore, we can combine them to
obtain the following unified equation to generate
and simultaneously:

(60)

The auxiliary variable is related to by

(61)

The corresponding parameters, , , , and in
(60) and (61), depending on the different phases, are listed
in Table 6. The unified programmable module requires
three CORDIC’s. Provided that the capacitances due to the
CORDIC’s are dominant in the circuit and are roughly pro-
portional to the number of CORDIC’s, we get -

- - -
, where denotes the power consumption of

the original half-pel motion estimator block.
such programmable modules can be used for

parallel computing ofDSC for different channels
[99]. It takes time to produceDSC for

and and
takes time to find the peak position corresponding to
the half-pel motion vector among nine possible locations
around .
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(a)

(b)

Fig. 25. The two-dimensional peak search structure. (a) Scheme diagram. (b) PE design.

G. Hardware Cost and Simulation Results

Based on the above discussion, the hardware cost and
throughput of each stage in Fig. 20 are summarized in
Table 7. The structure is a scalable design that uses
CORDIC processors and adders to perform an

integer-pel motion estimation and requires an additional

CORDIC’s and adders to perform half-pel

motion estimation. In Fig. 27(a), we move the image

in the direction (3.5, 1.5) corresponding to image with

additive Gaussian noise at SNR dB. Our simulation of
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Fig. 26. Schematic diagram for computingDSC(u; v).

Table 7 Hardware Cost and Throughput

the designed low-power CORDIC-HDXT-ME architecture
shows that it can estimate the correct integer-pel motion
vector (3, 1) and half-pel motion vector (3.5,1.5), as
shown in Fig. 27(b) and (c), respectively. Simulation is also
made on the “Miss America” sequence in quarter-common
intermediate format, whose frame size is 176144. The
original frames 90 and 91 are shown in Fig. 28(a) and (b),
and the reconstructed frame 91 based on the moving vectors
obtained from low-power CORDIC-HDXT-ME is shown
in Fig. 28(c).

IV. CHANNEL CODING

A. RS Coding

RS codes have come into widespread use for
forward error correction in communication and storage
systems. RS codes, which are a special case of

Bose–Chaudhuri–Hocquenheim codes, are a popular
choice to provide data integrity because they can provide
good error-correction capability for random and bursty
errors alike. In space applications, a concatenated scheme
consisting of a convolutional inner code and an RS outer
code has been accepted as a standard [105]. In audio
compact discs, a cross-interleaved pair of RS codes is
used to provide error protection [106]. The U.S. Cellular
Digital Packet Data service has adopted the (63,47) RS
code [107]. RS codes are being considered to provide
forward error protection against impulse noise in digital
subscriber line (xDSL) applications over telephone lines
[108]. They are also good candidates for use in portable
wireless applications as a part of concatenated coding
systems with convolutional codes [109].

An RS code with consecutive roots
in —viz, , where is the
primitive element of —has a minimum distance
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(a)

(b)

(c)

Fig. 27. CORDIC-HDXT-ME estimates a movement(3:5;�1:5) with additive white Gaussian
noise at SNR= 40 dB. (a) Inputs X1 and X2. (b) Peaks of integer-pel. (c) Peaks of half-pel.

. Let denote the errors introduced by
the channel at positions . The symbols

of the corrupted word received from the channel can
be written in terms of the code-word symbolsand the
error symbols as for .

Then the decoding problem is to find the error values
and the error locations . The error-locator
polynomial is defined as .
The syndromes can be computed as
for and written in polynomial form as
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(a) (b) (c)

Fig. 28. Simulation on the “Miss America” sequence. (a) Frame 90. (b) Frame 91. (c) Recon-
structed frame.

. Thekey equationcan then be written
as

(62)

where is the error-magnitude polynomial.
RS decoding algorithms can be classified into time- and

frequency-domain approaches. Both approaches start with
the computation of the syndromes. In the next step, the key
equation is solved to obtain the error-locator polynomial.
The key equation can primarily be solved in three different
ways—Peterson’s algorithm [110], Berlekamp’s algorithm
[111] (or Berlekamp Massey synthesis [112]) or Euclid’s
greatest common divisor (GCD) algorithm [113]. While
Peterson’s algorithm is inefficient for large ,
Berlekamp’s algorithm and Euclid’s algorithm are more
efficient for larger . Once the error-locator polynomial has
been obtained, the frequency-domain method uses recursive
extension to obtain the error transform. Then an inverse
discrete Fourier transform is performed to obtain the error
values. In the time-domain method, the error-locator and
error-magnitude polynomials are used to compute the error
values directly using Chien search and Forney’s algorithm
[114].

Blahut [115] proposed another approach that avoided
the syndrome computation by transforming the Berlekamp
Massey (BM) algorithm into the time domain. This ap-
proach (also called transform decoding without transforms)
avoided the Fourier transform (i.e., the syndrome com-
putation) at the beginning as well as the inverse Fourier
transform at the end of the frequency-domain approach.
Through this technique, the design of versatile decoders
for any RS code over a specific field [116] is facilitated at
the cost of increased algorithm complexity [115].

Many of the early decoder implementations used ei-
ther Massey’s synthesis [117] or Euclid’s GCD algorithm
[118], [119] to solve the key equation and then computed
the errors in the frequency domain. Later designs [105],
[120]–[122] use the extended Euclid GCD computation
followed by time-domain computation of errors by Forney’s
method. The VLSI implementation of the GCD compu-
tation was based on the systolic array structure of Brent
and Kung [123]. Whitakeret al. [105] designed a pipelined
decoder for HDTV based on polynomial multiplication and
division modules, while Berlekampet al. [122] designed

a hypersystolic array targeted at extremely high-speed de-
coding.

1) A Look-Ahead-Like Transformation for the Berlekamp
Algorithm: We consider an RS decoder that uses the
Berlekamp algorithm to solve the key equation and then
calculates the errors in the time domain using Forney’s
method. We show how to apply an algorithm-level
transformation to obtain high-speed/low-power/low-latency
operation. The basic idea is to halve the number of
iterations in the Berlekamp algorithm while at the same
time increasing the concurrency in each iteration. The
proposed transformation is closely related to the loop-
unrolling transformation and the look-ahead transformation
[41].

The original Berlekamp algorithm is shown below

Berlekamp algorithm: Algorithm 1
0) Initialize:

1) for to
2)
3) if then else
4) if then else

5a) (refer Table 8)

5b) (refer to Table 8)
6) (refer to Table 8)
7) end for loop
8) Output: .

We observe that the degree of increases in iteration
only when and . This implies

that the degree of can increase only once in any
two consecutive iterations. We can prove this fact by
contradiction. Let us assume that the degree of in
fact increases in iterations and . This implies
that and

. Using
in , we get . Since we
cannot have and at the same
time, we have obtained a contradiction that completes our
proof.

In addition, we note that and need to be up-
dated (row 1 of Table 8) only when the degree of
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Table 8 Updating(�(x); B(x)), (�(x); A(x)),
andL in the Berlekamp Algorithm

Fig. 29. Normal pipelined RS decoder.

increases. Otherwise, is just shifted and remains
unchanged (row 2 of Table 8). This suggests that if we
apply the idea of look-ahead to update the pair of polynomi-
als from to
without going through the intermediate computation of

, then we can halve the number
of iterations. Of course, this modification will lead to a
more complicated design than that of the original algo-
rithm. In addition, we observe that the pair of polynomials

are updated with the same matrix as
the pair . Therefore, any transformation that is
applied to the update of can also be applied
to update .

The modified Berlekamp algorithm is derived by con-
sidering the update of all variables over two consecutive
iterations and then using the properties mentioned above
to obtain simplifications (for details, see [124]). The basic
idea of the derivation is similar to that used in [115] to
derive the BM algorithm

Modified Berlekamp algorithm: Algorithm 2
0) Initiallize

1) for to
2a)

2b)

2c)
3)
4a) if then else fi
4b) if then else fi
5) if then else fi
6a) (refer to Table 9)

6b) (refer to Table 9)
7) (refer to Table 9)
8) (refer to Table 9)
9) end for loop
10) Output: .

In the modified algorithm, the number of iterations has
been reduced to, while the complexity of each iteration

Table 9 Updating�(x), B(x), andL for the BM
Algorithm, WhereG(x) = 1 + ��1

2k�1
�2k�1x

andG1(x) = �2k�1x
2 +�2k�1x

has increased. It is important to note that the available con-
currency in each iteration has also increased. For example,
steps 2a), 2b) and 2c) can be performed in parallel.

2) Speeding Up the Syndrome and Error Computation:The
syndrome and error computations can be transformed more
easily to obtain concurrency. The syndrome computation
involves the computation of components of a discrete
Fourier transform over a Galois field

for (63)

If Horner’s rule is used to compute each of the syn-
dromes, then iterations are required to complete the
computation. We can reorganize (63) as

(64)
so that the number of iterations required gets halved (for
details see [124]).

The error computation can be written as

if

if
(65)

where is the error locator and is the error
evaluator polynomial [115]. If we assume that the errors are
computed sequentially, theniterations are again required.
If we compute and in parallel, then the number of
iterations can be halved at the cost of increased complexity
(for details, see [124]).

To illustrate how these transformations can affect the
VLSI design, we apply them to the pipelined design in
Fig. 29. Each of the pipelined stages is implemented as a
finite-state machine. In general, the modified design has
a critical path that is longer than the critical path
of the normal design. Obviously, we would like to have

as small as possible. Let us assume that the design in
Fig. 29 can work at a maximum clock frequency
and the modified design in Fig. 30 at a maximum clock
frequency . We can operate the modified design
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Fig. 30. Modified pipelined RS decoder.

in two modes—high speed and low power. In the high-
speed mode, the throughput can be improved by a factor
of . In the low-power mode, it is desired that the
modified design consumes less power while maintaining
the same throughput as the normal design. The modified
design can operate at a frequency that is half the clock
frequency of the normal design (i.e., ). The
voltage of the modified design can then be scaled down
from to in order to achieve low-power operation.
The voltage can be chosen [based on the delay model
in (2)] so that the critical path delay increases fromat

to at . Using (1), a simple formula can
be written for the ratio of the power consumption in the
modified design to the normal design

(66)

Note that we have estimated the ratio of effective capaci-
tances as the ratio of active areas of the designs.

Based on a VLSI synthesis [124] of the normal and
modified designs from a hardware description language
specification in PARTHENON, the ratio was
found to be 2.37. Also, the maximum frequencies of
operation for the modified and normal circuits were found
from simulation to be MHz and MHz,
respectively. This gives us a throughput speed-up of 1.73
at 5 V. On the other hand, we can scale the voltage for the
modified design from V to V based on (2),
with V to obtain low-power operation. Using (66),
we get —in other words, a power savings
of about 45%.

B. Viterbi Decoding

The Viterbi algorithm (VA) has been applied to a variety
of decoding and estimation problems in communications
and signal processing. One of the most important appli-
cations of the VA is in the maximum-likelihood (ML)
decoding of convolutional and trellis codes [106]. Various
VLSI implementations have targeted high-performance sys-
tems such as terrestrial digital HDTV systems [125], code
division multiple access systems [126], magnetic recording
systems [127], and satellite communication systems [128].
Speed, area, power consumption, or a combination of these
criteria were targeted depending on the application.

The VA uses the dynamic programming technique to
estimate the transitions of the convolutional encoder based
on noisy observations. Given the ML paths for each of the

nodes at time, the VA finds the new optimum

paths at time . A Viterbi decoder (VD) that implements
the VA can be divided into three units [106].

1) Branch metric unit (BMU):The BMU computes the
Hamming or Euclidean distance [called the branch
metric (BM)] between the received noisy symbol and
the encoder output for each transition from stateto
state . The branch metric for the branch from state

to state at time is denoted as .

2) Add-compare-select unit (ACS):The ACS recursively
computes the path metrics (PM) using the

old path metrics at time according to

maximum value of over all possible .
Information about the surviving paths at each state is
stored in the survivor memory (SM).

3) Survivor memory unit (SMU):The SMU performs the
task of finding the decoded symbol from the surviving
sequences. It has been shown that the surviving paths
merge with high probability when traced backward

steps [106]. The SMU uses this property to
find the decoded symbol after a decoding delay of
steps.

The most important parameters in the design of the VD
are the constraint length and the rate of the code .
As increases, codes with larger can be found and,
therefore, the probability of error can be expected to
decrease dramatically [106]. The number of states

increases exponentially, causing the complexity of the
VD also to increase exponentially. The rateaffects the
complexity of the ACS computation. For an
code, the ACS computation has to add, compare, and select
among paths for each of the states. This means that
the complexity of the ACS unit grows exponentially with
, the size of the input alphabet.
Viterbi decoders can be classified according to the num-

ber of ACS units as follows:state serial decoders(in which
a single ACS unit is used to perform the ACS computation
for all states),fully parallel decoders(in which each state
has an ACS unit assigned to it), andintermediate decoders
(in which several states share the same ACS unit). In
addition, there are cascaded pipelined structures and parallel
pipelined cascades, in which each ACS unit is responsible
for one of stages [129], [130].

The SM can be implemented in two possible ways [106],
[131], viz, exchange register(ER) and traceback. In the
ER scheme, the actual symbols of the surviving path are
maintained for each state and updated at each time instant.
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This implies a great deal of exchange between the registers
corresponding to different states. This is a disadvantage
in the VLSI implementation of VD’s for large constraint
length codes because of the large chip area and power
required. In the traceback scheme, pointers to the previous
state of the surviving path (instead of the actual symbols
corresponding to the transition) are maintained. Exchange
of data across registers is not required. The simplest ap-
proach uses a single read pointer to trace back the surviving
path [132]. The sequential process of traceback necessitates
the use of fast read operations. The-pointer algorithm
[129], [133] traces back survivor paths concurrently.
This algorithm reduces memory requirements as well as
alleviates the requirement of read–write pointers moving at
different speeds. Hybrids between ER and traceback, such
as pretraceback and trace forward, have been proposed in
[131] and utilized in [134] and [135].

1) Design of the ACS Unit:Various area-efficient tech-
niques have been proposed in the literature to implement
intermediate decoders[129], [130], [134], [136]–[141].
These techniques attempt to reduce area by mapping a
group of states onto a single ACS unit. Area-efficient
techniques are useful in VD’s for large constraint
length codes [140], [141]. This is because of the high
complexity ofparallel state decodersfor such codes. Area-
efficient techniques can also be used to minimize decoder
complexity [126] in moderate throughput applications.

The properties of convolutional codes generated by a
feed-forward shift register encoder are used to obtain an
appropriate grouping of the states. The computations for
each group of states are performed by a single ACS unit.
The grouping is chosen to minimize the communication
requirements between ACS units (to transfer path metrics)
as well as between ACS units and the BMU (to transfer
branch metrics). One of the important aspects of mapping
more than one state to an ACS is that internal parallelism
is created. This parallelism allows us to pipeline the ACS
units [138], [139].

Other complexity-reduction techniques in VD’s include
the scarce-state transition (SST) VD [142], [143] and the
use of punctured codes [144]. In the SST scheme proposed
in [142], the received data are preprocessed so that the zero
state becomes more probable when compared to other states
in the absence of channel errors. This fact can be used to
simplify the VD and thus obtain low-power operation. In
[144], high-rate punctured codes are constructed by deleting
bits periodically from rate codes. This permits us to use
the simple VD’s of rate codes to decode higher rate
punctured codes.

For high-throughput applications, fully parallel decoders
need to be used. Speed-up techniques need to be applied
when throughput requirements cannot be directly satis-
fied by parallel-state decoders. The ACS unit essentially
performs a recursive operation that is not easy to speed
up. On the other hand, the BMU and the SMU can be
sped up by using various techniques for feed-forward
computations, such as parallelism and pipelining [41]. The
throughput of the decoder is therefore constrained by the

speed of the ACS loop. Fettweis and Meyr [49], [145],
[146] (and, independently, Thapar and Cioffi [51] and Lin
and Messerschmitt [50]) proposed the application of the
look-ahead transformation [39] to break the ACS loop.

For the sake of our discussion, let us consider a parallel-
state VD for a rate decoder. The -step look-
ahead collapses consecutive -step trellis (normal trellis)
stages into a single -step trellis stage with equivalent
branch metrics . The computation of for any transition
from state to can be computed in parallel by
normal one-step VD’s on rooted trellises [49]. The-step
ACS units now have to add, compare, and select among

different survivor paths (i.e., the ACS implementation
complexity grows exponentially with ). The -step ACS
units can work times slower while maintaining the same
overall throughput. Alternately, if the critical path of the

-step trellis is shorter than times the critical path of
the one-step trellis, then a speed-up can be obtained.

We will illustrate how this look-ahead transformation can
be used to obtain low-power operation. We apply a two-
step look-ahead to the trellis of a rate code. Each
one-step ACS unit compares and selects one of the two
possible paths, whereas the two-step ACS unit compares
and selects one out of four possible surviving paths (see
Figs. 31 and 32). The complexity of a one-step ACS
unit is two adders, one comparator, and one multiplexer,
whereas the complexity of a two-step ACS unit is four
adders, three comparators, and three multiplexers. Let us
define and as the effective capacitances of the one-
step and two-step ACS units, respectively. We neglect the
complexity of the multiplexers and consider the complexity
of a comparator to be the same as an adder (in reality, it is
slightly less than an adder) in our estimates. We can write
the ratio of the power consumption of the two-step ACS
unit to that of the one-step ACS unit as

(67)

We approximate the ratio as the ratio of the adder
complexities of the two ACS units, so that . If
we assume a parallel-state decoder and that the ACS unit
is not pipelined, then we can write the critical path of the
two-step ACS in terms of the one-step ACS . To
obtain low-power operation, the supply voltage of the two-
step ACS can be scaled from V to
V. The value for is chosen based on the delay model
in (2), with V, so that the critical path of the two-
step ACS becomes at . Using these values
in (67), we get —in other words, a power
savings of 23%. If we further assume that we have external
parallelism in the form of interleaved independent streams
[50], [138], then pipelining can be used in the ACS unit so
that . Based on (2) and (67), we obtain
V and —in other words, a power savings of
56%. Note that in these estimates, we have considered the
ACS unit only.
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V. ADAPTIVE FILTERING

Adaptive filtering is a major signal-processing compo-
nent in a variety of communications systems. Adaptive
filtering is used in channel equalization to compensate
for the distortion introduced by the channel as well as
to suppress noise and interference from other users. For
example, in xDSL systems, adaptive filtering is employed
in equalization/cancellation schemes to combat intersymbol
interference, echoes, and cross talk [147]–[150]. In wireless
systems, adaptive equalization is used to combat time
dispersion caused by multipath propagation [107], [151].

Linear adaptive filtering structures can be of two types,
viz, transversal and lattice. In a transversal filter, the taps
of the FIR filter are updated. On the other hand, in a lattice
filter, the reflection coefficients are updated. Linear filtering
structures do not perform well when they are used to
equalize channels that have spectral nulls in their frequency
response or have severe amplitude distortion [152]. One of
the commonly used nonlinear filter structures is thedecision
feedback equalizer(DFE). The DFE consists of afeed-
forward equalizer(FFE) that performs FIR filtering on the
input data and afeed-back equalizer(FBE) that attempts to
cancel the effect of the past symbols (postcursor intersym-
bol interference) on the present symbols. The most common
adaptation algorithms are the LMS and the RLS algorithms
[153]. Various VLSI implementations of adaptive filters can
be found in [154]–[159].

One common complexity reduction technique for long
adaptive filters is to perform adaptive filtering in blocks.
The block adaptive filters can then be transformed into the
frequency domain [160]. The adaptive filter computations
can be performed efficiently in the frequency domain using
the FFT. In fact, equalization and echo cancellation in the
discrete multitone (DMT)-asymmetrical (A)DSL standard
are performed in the frequency domain [149], [150]. The
cyclic prefix in DMT-ADSL enables simple equalization
and echo cancellation in the frequency domain.

The main problem in the high-speed VLSI implementa-
tion of adaptive LMS transversal filters is the existence of
nonlinear feedback loops, in particular, the weight-update
loop and the error-feedback loop [42]. The weight-update
loop arises from the fact that the adaptive filter weights
need to be updated before the next filter output can be
computed. The error-feedback loop occurs because the error
must be computed before the weights are adapted and the
next filter output computed. The error itself is computed
using the output of the filter and the decision device. The
speed of DFE’s is also constrained by similar recursive
loops [42].

The lattice filters (whether they use gradient or RLS
adaptation algorithms) have localized recursive loops. The
reflection coefficients of a particular stage of the lattice are
updated using the prediction error outputs of the previous
stage of the lattice at the previous instant [153]. The
throughput is again constrained by the feedback loop.

The transversal LMS algorithm can be transformed into
the delayed LMS algorithm [52] by using delayed versions

Fig. 31. Normal one-step ACS unit.

Fig. 32. Two-step look-ahead ACS unit.

of the error and data in the weight vector update. By
retiming [161] these delays, we can pipeline the FIR filter
(and therefore the error feedback loop). This approach of
using delayed versions of the error was generalized into
the delay-relaxation technique that can also be applied to
the DFE. Note that this pipelining speed-up is obtained
at the cost of a small loss in tracking performance [52],
[162] as well as increased complexity due to the pipelining
latches. The -step look-ahead transformation [41] has
been applied to the weight-update LMS recursion. Look-
ahead introduces delays that can then be retimed to
pipeline the feedback loop. The complexity of the look-
ahead recursion increases linearly with. This has been
addressed in [42] by applying sum relaxations. The-
step look-ahead transformation has also been applied to the
lattice filter reflection coefficient recursion in [42] and [53]
to obtain -fold speed-up.

Once the look-ahead transformation has been applied to
the recursion to facilitate pipelining, the speed-up obtained
can be traded off for low-power operation by voltage
scaling. In fact, Goel and Shanbhag [163] have applied
the relaxed look-ahead technique in combination with the
strength reduction transformation [41] to obtain a pipelined
low-power architecture for the cross-coupled LMS QAM
equalizer. The authors exploit the properties of the cross-
coupled equalizer at the algorithm level to obtain complex-
ity reduction by strength reduction.
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Fig. 33. IIR DCT architecture under fixed-point implementation.

VI. FINITE-PRECISION ANALYSIS OF

THE MULTIRATE APPROACH

In this section, we will show that if designed care-
fully, the finite-length numerical property of the multirate
approach can be very good. We use the finite-precision
analysis of multirate DCT architectures as an example. We
start with the DCT architecture under normal operation,
then extend the analysis to the low-power design with

. The general results for arbitrary are also
presented. Throughout the derivations, the “statistical error
model” for fixed-point analysis is used [38, ch. 6].

A. Analysis of the IIR DCT Using Direct Form I Structure

When the IIR DCT architecture of Fig. 14 is implemented
in fixed-point operations, we need to perform suitable
scaling operations to avoid overflow. Also, rounding errors
occur due to the fixed-point operators. The resulting fixed-
point IIR structure to compute theth DCT coefficient is
shown in Fig. 33.

1) Rounding Errors: Using the statistical error model,
the rounding error of the IIR DCT structure can be modeled
as

(68)

where is the rounding error caused by theth mul-
tiplier in the structure and the mean and variance of the
rounding error are given by [38, ch. 6]

(69)

respectively. Due to the presence of , the actual output
of the DCT module after iterations can be represented as

(70)

where is the output error contributed by .
Let denote the transfer function of the system

from the node at which is injected to the output and
be the corresponding unit-sample response. From

Fig. 33, is given by

(71)

and can be derived as

(72)

where denotes the step function. Since only itera-
tions are performed in the IIR circuit, the mean and variance
of of the th DCT channel can be computed as

(73)

(74)

where and
; is the

number of the noise sources contributed by the multiplier
in the IIR loop

if
if
if

(75)

Now, based on (73)–(75), we can represent the total noise
power at the th DCT channel as

(76)

As we can see, given the system word length, the
rounding error grows linearly with the block size. This
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Table 10 Optimal Word-Length Assignment Under the Constraint SNR= 40 dB, WhereBA Is
the Average Word Length. (a) Normal IIR DCT. (b) Low-Power DCT withM = 2

(a)

(b)

indicates that we will have 3-dB degradation in the SNR as
doubles; however, such degradation can be compensated

by adding (in average) bit in the word length. On
the other hand, the noise power is inversely proportional
to . That is, the effect of the rounding error in
each channel of the IIR DCT greatly depends on the pole
locations of the IIR transfer function. The closer is to
zero or , the larger the rounding error. As a result, the
first and last DCT channels suffer most from the finite-
word-length effect, while the middle channels have good
SNR in terms of rounding error. This phenomenon is quite
different from what we have seen in other DCT algorithms
(e.g., [164, Fig. 7]).

2) Dynamic Range:In fixed-point arithmetic, the input
sequence is represented as a fraction and is bounded
by . Hence, the dynamic range of the circled
nodes in Fig. 33 can be computed as

(77)

and the dynamic range of the overall architecture is given
by

(78)

To prevent overflow in fixed-point implementations, a suit-
able scaling of the input signal is usually employed accord-
ing to the dynamic range of the system. In practice, the
SNR of the scaled system, SNR, will be degraded by the
scaling process; it is given by [38, ch. 6]

SNR SNR (79)

where is the scaling factor and SNRis the signal-to-noise
ratio of the original system. Suppose that a one-time scaling
scheme is provided at the input end to avoid overflow and
is done by shifting the data to the right by bits. The
scaling factor can be represented as

where (80)

3) Optimal Word-Length Assignment:Assume that the in-
put sequence is uniformly distributed over with
zero mean. From (76), (79), and (80), we have

SNR

(81)
where the fact that [164]

(82)

is used. If we want to achieve a performance of 40 dB in
SNR for the th DCT component, the optimal word length

for that channel can be computed from (81) as

(83)

As an example, the for the case and under the
constraint SNR dB are listed in Table 10(a), where

denotes the average system word length. As we can see,
bits is sufficient to meet the accuracy criteria.

B. Analysis of the IIR DCT Using Direct Form II Structure

Given the IIR DCT transfer function in (20), we can also
implement it using the direct form II structure, as shown in
Fig. 34. Following the derivations in the preceding section,
the rounding error and dynamic range of the direct form II
structure can be derived as

(84)
In contrast to the direct form I structure, the dynamic
range of the direct form II structure is affected by the
factor in ; that is, we will have nonuniform
dynamic ranges for different DCT channels. This feature
is not desirable in real implementations, even though the
SNR results of both structures are comparative to each
other (see simulation results in Section VI-D). It not only
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Fig. 34. IIR DCT using the direct form II structure.

Fig. 35. Low-power IIR DCT architecture withM = 2.

requires a different scaling scheme in each DCT channel
but also makes the data interface between VLSI modules
complicated.

C. Analysis for the Low-Power IIR DCT with

Consider the multirate IIR DCT architecture with
in Fig. 35. In the fixed-point implementation of the

multirate DCT architecture, the injected rounding error can
be modeled as

(85)

where , denotes the rounding errors con-
tributed by the three multipliers in Fig. 35, and its power
is given by

(86)

Note that

(87)

and the total iteration is reduced to . Thus, the total
power of the rounding error at the output becomes

(88)

From (88), we observe the following.

1) Although the total number of noise sources increases,
the total noise power is compensated by the halved
number of iterations.

2) Compared with the factor in (76), the
factor in (88) will have a similar effect
on the SNR of each DCT channel but with halved
period.

Next, let us consider the dynamic range of the low-
power DCT structure with . We apply the technique
of “superimposition” to analyze the dynamic range of the
system. Namely, we first set to zero while analyzing
the dynamic range contributed by . Then we perform
the same analysis for by setting to zero. The
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(a) (b)

(c) (d)

Fig. 36. Average SNR as a function of DCT channel number under fixed-point arithmetic
(N = 16; B = 12). (a) Normal IIR DCT using direct form I structure. (b) Normal IIR DCT using
direct form II structure. (c) Low-power DCT withM = 2. (d) Low-power DCT withM = 4.

overall can be found from the summation of the two
dynamic ranges, which is given by

(89)

Using the analytical results in (88) and (89), we can also
find the optimal word lengths for and under
the 40-dB SNR constraint. The results are listed in Table
10(b). It is interesting to note that the average word lengths
of the multirate DCT architectures are even less than those
of the normal DCT architectures. This is due to the fact
that the number of the iterations in the IIR loop will be
reduced to . As increases, the accumulation of the
rounding errors becomes smaller and thus, less word length
can be allocated. This indicates that the multirate DCT
architecture not only can reduce low-power consumption
but its numerical properties also become better as
increases.

The above analyses can be extended to low-power DCT
designs with decimation factor equal to

. The results are given by

(90)

where .

D. Simulation Results

To verify our analytical results, computer simulations are
carried out by using the aforementioned DCT architectures.
Fig. 36 shows the average SNR as a function of the DCT
channel number. As we can see, there is a close agreement
between the theoretical and experimental results. Basically,
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Fig. 37. Average SNR as a function of word length under fixed-point arithmetic(N = 16). The
multirate low-power architectures have better SNR asM increases.

the SNR distribution is affected by the factor
in (90) so that its period varies with the decimation factor

. It should be noted that although Fig. 36(a) and (b)
yield similar SNR results, the uniform dynamic range of the
direct form I structure makes it a better choice for VLSI
implementations.

Fig. 37 shows the relationship between the average SNR
and the word length for three IIR DCT architectures (nor-
mal, , and ) with . Compared to
the simulation results in [164], these IIR DCT architectures
give comparative SNR performance to the DCT architec-
tures by Hou [61] and Lee [62] under fixed-point arithmetic.
It is worth noting that the multirate DCT architectures have
better SNR results than the normal IIR DCT architectures
under the same word length; That is, the multirate DCT
has better numerical properties under fixed-point arithmetic,
which is consistent with what we have seen in Table 10.

VII. A R ECONFIGURABLE MULTIRATE

DSP COMPUTING ENGINE

In this section, we present a unified approach to in-
tegrate the rotation-based FIR/IIR structure, QMF lattice
structure [165], DT architecture [60], [70], and adaptive
RLS lattice filter [166] into one reconfigurable parallel
processing architecture. It can serve as a computing en-
gine in the audio/video system to perform those front-end
computationally intensive DSP functions in multimedia
applications. We first extract the common inherent features
of each function, then design a programmable rotation-
based computational module that can serve as a basic PE
in all desired functions. The overall system of the proposed
DSP computing engine consists of an array of identical pro-

grammable computational modules and one reconfigurable
interconnection network. Each computational module can
be adaptively changed to the basic PE in each desired DSP
function by setting suitable parameters and switches. Next,
according to the data paths, the interconnection network
is configured to connect/combine the appropriate module
outputs to perform the programmed function. When the
system is in the execution mode, all PE’s are operating
in parallel, and the output data can be collected by the host
processor in a fully pipelined way. Since the properties
of each programmed function such as parallelism and
pipelinability have been fully exploited, the maximum
processing speed of the proposed design can be as fast
as dedicated ASIC designs. Our approach is similar to
the CORDIC-based FIR, IIR, and DCT architectures in
the literature [48], [167], [168], but the functionality is
much more general purpose. It can be classified as the
algorithm-drivensolution [169] since the programmability
and ASIC-like processing speed of our design are achieved
by fully exploiting the inherent properties of the given
DSP algorithms. Besides, the proposed architecture is very
suitable for VLSI implementation due to its modularity and
regularity.

Next, we will show how to improve the speed perfor-
mance of the system by using the multirate approach. Thus,
we can speed up the system at the algorithmic/architectural
level without using expensive high-speed circuits nor ad-
vanced VLSI technologies. We will show that we can map
the multirate FIR/IIR/DT operations onto our design. As a
result, we can double the speed performance of the DSP
computing engine on the fly by simply reconfiguring the
programmable modules and the interconnection network.
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As discussed before, such a speed-up can be used for
compensation of low-power operation. In what follows,
we will present the design approach as well as the basic
operations of the DSP computing engine. For details of
this DSP engine design, the readers may refer to [170].

A. Basic Computational Module in the FIR/QMF/IIR/DT

1) Basic Module in FIR and QMF:The FIR filter is
widely used in DSP applications. In addition to the MAC
implementation of the filtering operation, an alternate
realization of the FIR filter is the lattice structure [171,
ch. 10]. It consists of basic lattice sections that are
connected in a cascade form. Each lattice module has
one rotation-based circuit plus two scaling multipliers. In
general, the rotation circuit can be implemented by the
CORDIC processor inhyperbolic mode[48].

The QMF plays a key role in image compression and
subband coding. Recently, the two-channel paraunitary
QMF lattice was proposed [165]. It has been shown that
every two-channel (real-coefficient, FIR) paraunitary QMF
bank can be represented using the QMF lattice. The QMF
lattice is very similar to the FIR lattice except that the inputs
of the lattice become the decimated sequences of the input
signal. Besides, the two scaling multipliers are set to one
and the CORDIC processor works in thecircular modein
the QMF lattice.

2) Basic Module in IIR: Next, we want to consider the
basic module for IIR filtering. Due to the opposite data
flow and the irregularity of the autoregressive moving
average IIR lattice structure (see [171, ch. 10]), it is difficult
to incorporate the traditional IIR lattice module into our
unified design. Therefore, we are motivated to find an
IIR lattice structure that has similar data paths as in the
FIR/QMF lattice while retaining the property of modularity.

Fig. 38 shows the lattice structure that can be used
to realize a second-order IIR filter [170]. The transfer
functions of the two outputs are given by

(91)

(92)

Now, given an even-order real-coefficient IIR (ARMA)
filter , we can first rewrite it in cascade form

(93)

and each subfilter is of the form

(94)

where and . Comparing (91)
and (92) with (94), we see that can be realized by

Fig. 38. Second-order IIR lattice architecture.

either or , with appropriate settings of , ,
, and .
Now, based on (93) and (94), we can realize using

the structure depicted in Fig. 39. Each stage performs the
filtering of for , where
is realized by the second-order IIR module in Fig. 38. Note
that the scaling multiplier is also realized by the IIR
module by setting and
disconnecting the feedback data paths. We use a dashed
box to symbolize this implementation.

3) Basic Module in Discrete Transforms:In Section III-
B, we have presented an IIR-based unified transform-
coding architecture that is capable of performing most of
the discrete transforms. However, the IIR-based module
used in Fig. 17(a) is not applicable to the programmable
architecture proposed here. To incorporate the unified DT
operations into our design, we need a rotation-based compu-
tational module instead of the IIR-based one in Fig. 17(a)
as the processing element.

In [60] and [70], a rotation-based module was derived
for the dual generation of and in (30) and
(31) (see Fig. 40)

(95)

The rotation-based module works in an SIPO way as the
IIR-based module in Fig. 17(a). The operation of the unified
rotation-based DT architecture is the same as the unified
architecture in Fig. 17(b) except that the IIR-based modules
are replaced with the rotation-based modules.

4) Unified Module Design:From the basic computational
modules discussed above, we observe that all the archi-
tectures share a common computational module with only
some minor differences in the data paths, the module
parameters (multiplier coefficients and rotation angle), and
the way the modules are connected. With this observation
in mind, we first integrate those basic computational mod-
ules into one unified programmable module, as shown in
Fig. 41. It consists of six switches, four scaling multipliers,
and one rotation circuit. One pipelining stage (the dashed
line in Fig. 41) is inserted after the scaling multipliers
and , respectively, to shorten the critical path of the
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Fig. 39. IIR (ARMA) structure based on the second-order IIR lattice module.

Fig. 40. Rotation-based module for the dual generation of
XC;k(t) andXS;k(t).

programmable module. By setting the switches, multiplier
coefficients, and rotating angle, the unified programmable
module can be programmed to act as the basic PE in
FIR/QMF/IIR/DT.

The six switches [ ] control the data paths
inside the module. The switch pair and select the
input from either or . Switches and decide if
the delay element is used or not. With the setting ,
the delay element in Fig. 39 can be incorporated into the
module . Therefore, we do not need to implement the
delay elements explicitly in the IIR filtering operation. The
last switch pair is and . They control the two feedback
paths in the module. When , the delayed module
outputs are added with the current inputs as required in
the IIR and DT operations. The two multipliers’ at the
outputs of the rotation circuit are required only when we
want to incorporate IIR function into this unified module
design.

In addition to the data paths, we also need to set the
values of the scaling multipliers , , and , as well
as the rotating angle . For the FIR/QMF filtering, these
parameters can be easily computed using the formula in [43,
ch. 6] and [171]. For the IIR/DT operations, we can apply
the results in Sections VII-A2 and VII-A3 to compute those
parameters. The complete settings of the programmable

module for the FIR/QMF/IIR/DT operations can be found
in [170].

B. Operation of the DSP Computing Engine

In the previous section, we have derived a unified pro-
grammable module that can be used as the basic PE in
the operations of FIR/QMF/IIR/DT. Since in each function
of the FIR/QMF/IIR/DT the basic PE’s are connected in
different way, we employ a reconfigurable interconnection
network to perform the connection task. Fig. 42 shows the
overall architecture of the proposed DSP computing engine
under FIR filtering mode. It consists of two parts. One
is the programmable module arraywith identical unified
programmable modules. The other is thereconfigurable in-
terconnection network,which connects those programmable
modules according to the data paths. In the FIR/QMF/IIR
operations, the data are processed in a serial-input serial-
output way. Hence, the programmable modules need to
be cascaded for those operations. For example, the FIR
modules can be connected by setting the interconnection
network as shown in Fig. 42. Similarly, we can also realize
the connections of the IIR modules in Fig. 39 by using the
network setting as shown in Fig. 43. On the other hand,
the DT architecture in Section VII-A3 performs the block
transforms in an SIPO way. The interconnection network is
configured according to the combination functions defined
in Table 5.

The operation of the DSP computing engine is as follows.
During the initialization mode, the host processor will
compute all the necessary parameters according
to the function type (FIR/QMF/IIR/DT) and the function
specification. Next, the host processor needs to configure
the interconnection network according to the function type.
Once the computing engine has been initialized, it enters
the execution mode. In the applications of FIR/IIR/QMF,
the host processor continuously feeds the data sequence
into the computing engine. All PE’s are running in parallel,
and the host processor can collect the filtering outputs in a
fully pipelined way. In the block DT application, the block
input data is fed into the computing engine serially. Each
PE of the programmable module array updates and

in (30) and (31), , simultane-
ously. After the last datum enters the programmable module
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(a)

(b)

Fig. 41. (a) Programmable module to perform the FIR/QMF/IIR/DT. (b) Switches used in the
module.

array, the evaluation of DT coefficients is completed. Then
the interconnection network will combine the module out-
puts according to the combination function defined in Table
5, and the transform coefficients can be obtained in parallel
at the outputs of the network. At the same time, the host
processor will reset all internal registers (delay elements)
of the programmable modules to zero so that the next block
transform can be conducted immediately. The detailed
settings of the computing engine as well as some design
examples are given in [170].

C. Speed-Up of the DSP Computing Engine
Using Multirate Approach

In preceding sections, we have shown that the mul-
tirate approach provides a direct and efficient way to
achieve very-high-speed data processing at the algorith-
mic/architectural level. Therefore, if we can find a way
to reconfigure the computing engine to perform multirate
operations, the speed performance can be further improved.
In what follows, we will show how to map the multirate FIR
architectures in Fig. 10 to our computing engine design.
Since processing elements now operate at only half of
input data rate, the speed performance of the proposed
DSP engine can be doubled on the fly based on the same
programmable modules and interconnection network. The
same principle also applies to the low-power operation.

To map the multirate FIR architecture to our design,
we first find the three ( )th-order FIR subfilters ,

, and given FIR transfer
function. Then we can implement each subfilter using the
FIR lattice structure discussed in Section VII-A1. The

resulting architecture is depicted in Fig. 44(a), where,
, and correspond to theth basic modules used in

, , and , respectively. Note that each basic
FIR module can be realized by the unified computational
module in Fig. 41. Hence, we can map Fig. 44(a) onto our
computing engine design with the mapping

(96)

for . Fig. 44(b) illustrates the re-
alization of a multirate sixth-order FIR by using nine
programmable modules. The detailed settings are described
in [170].

The operation of the DSP computing engine to per-
form multirate FIR filtering is as follows. Once the pro-
grammable modules and interconnection network have been
initialized, the host processor sends data atrate to the
downsampling circuit in Fig. 10. Then the outputs of the
downsampling circuit will be processed
by the three FIR subfilters in parallel at only rate. After
the subfilter outputs’ are generated, the FIR filtering
output is reconstructed through the upsampling circuit
in a fully pipelined way, and the data rate of is back
to . Since all PE’s are running in the region, now
the data rate is twice as fast as that in Fig. 42. Namely,
we double the speed performance at the architectural level
without any specially designed high-speed circuits. Since
we need modules for the implementation of each
subfilter, a total of modules will be used to perform
an th-order multirate FIR filtering operation; i.e., we only
need 50% more PE’s for the doubled speed performance.
This overhead is handled by simply activating more PE’s
in the programmable module array and reconfiguring the
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Fig. 42. Overall architecture of the DSP computing engine for FIR filtering.

Fig. 43. Overall architecture of the DSP computing engine for IIR (ARMA) filtering.

interconnection network instead of implementing new types
of PE’s and a new interconnection network explicitly.

Similarly, the multirate IIR filtering operation can be
mapped to the unified design by finding the polyphase com-
ponents of the IIR function and realizing each subfilter with

the IIR lattice structure in Section VII-A2. The mapping
of the multirate DT architecture, QR decomposition least
squares lattice adaptive filtering [166], and DCT-based ME
scheme [46] is also achievable. The readers may refer to
[170] for details.
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(a)

(b)

Fig. 44. (a) Multirate FIR filtering based on the FIR lattice structure. (b) Mapping part (a) to
the unified computing architecture.

VIII. C ONCLUSION

In this paper, we presented a new algorithm-based de-
sign technique, the multirate approach, to achieve low-
power and high-performance computations in multimedia
applications. We illustrate this new design concept by
applying it along with other low-power/high-performance
methods such as look-ahead and pipelining to several major
problems encountered in multimedia signal processing, in-

cluding the design of multirate DSP architectures, a unified
architecture with speed-up capability, and source/channel-
coding architectures. The proposed multirate approach pro-
vides VLSI system designers and algorithm developers
a new design tool in compensating the speed penalty
in addition to the existing techniques such as parallel
processing and pipelining. Besides the application to low-
power design, the proposed approach can also be readily
used for very-high-speed data processing.
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