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#### Abstract

An optimal unified architecture that can efficiently compute the Discrete Cosine, Sine, Hartley, Fourier, Lapped Orthogonal, and Complex Lapped transforms for a continuous stream of input data that arise in signal/image communications is proposed. This structure uses only half as many multipliers as the previous best known scheme [1]. The proposed architecture is regular, modular, and has only local interconnections in both data and control paths. There is no limitation on the transform size $N$ and only $2 N-2$ multipliers are needed for the DCT. The throughput of this scheme is one input sample per clock cycle. We provide a theoretical justification by showing that any discrete transform whose basis functions satisfy the Fundamental Recurrence Formula has a second-order autoregressive structure in its filter realization. We also demonstrate that dual generation transform pairs share the same autoregressive structure. We extend these time-recursive concepts to multi-dimensional transforms. The resulting $d$-dimensional structures are fully-pipelined and consist of only $d \mathbf{1 - D}$ transform arrays and shift registers.


## I. INTRODUCTION

DISCRETE sinusoidal transforms play significant roles in various digital signal processing applications, such as spectrum analysis, image and speech signal processing, computer tomography, data compression, and signal reconstruction [2]-[5]. Among different discrete sinusoidal transforms, the discrete cosine transform (DCT) [6]-[9], the discrete sine transform (DST) [9], [10], the discrete Hartley transform (DHT) [27], [28], [26], [6], and the discrete Fourier transform (DFT) [3] are widely used because of their efficient performance [5], [20]-[24]. Recently, the Lapped Orthogonal Transform (LOT) [14], and the Complex Lapped transform (CLT) [13] were introduced for transform coding with significantly reduced blocking effects and for motion estimation.

In real-time signal processing applications, especially in speech/image communications and radar/sonar signal processing, input data arrive serially. In traditional FFT based algorithms, the serial data is buffered and then transformed using the FFT scheme of complexity $O(N \log N)$ [3]. Buffering the serial data requires $O(N)$ time. In this paper, we describe

[^0]a novel architecture that merges the buffering and transform operations into a single unit of total hardware complexity $O(N)$, and the $O(N)$ waiting time is thus eliminated. Unlike the FFT, this architecture has only local interconnections and is better suited for VLSI implementations. It is important to note that the proposed architectures generate time-recursive transforms, not just block transforms, i.e., the transform of the $N$ points $[x(t+1), x(t+2), \cdots, x(t+N)]$ is generated one clock cycle after the transform of $[x(t), x(t+1), \cdots, x(t+N-$ 1)] is generated. To generate time-recursive transforms, the traditional fast algorithms based architectures require $O(\log N)$ time using $O(N \log N)$ hardware, while the architectures we propose require only a constant time with $O(N)$ hardware. Time-recursive transforms are currently gaining widespread use in motion estimation, in video signal processing, and in reducing blocking effects in data compression.

We have shown in [1] that when discrete transforms are performed on segments of a continuously incoming data stream, transforms can be realized by a unified lattice structure with a data throughput rate of one input sample per clock cycle. This architecture is regular, modular, and free of global interconnections. Unlike the many fast algorithms for DFT, DCT, and DHT, there is no constraint on the transform size $N$. Table I [1] summarizes a comparison of the time-recursive approach with other well-known fast algorithms. A timerecursive lattice 2-D DCT structure with applications to the HDTV systems is also given in [17]. This 2-D DCT structure requires only two 1-D DCT blocks and is fully-pipelined with no transposition.

In this paper, we describe an optimal unified filter structure, which preserves the advantages of the lattice architecture, while reducing the hardware complexity in half. In the timerecursive lattice architecture, two transforms called the dual generated pairs, are obtained simultaneously. The unified filter structure is more suitable for applications where only one transform is required. We develop a systematic approach to derive the time-recursive unified filter architecture for any discrete transform. We show that all the resulting unified filter architectures have a similar second-order autoregressive structure with minimum number of multipliers. A theoretical basis for this fact is provided. We also demonstrate that the time-recursive concept can be generalized to multidimensional transforms by using only the one-dimensional transform architecture and simple shift registers. An area-time

TABLE I
Comparisons of Different DCT Algorithms

|  | Liu-Chiul | Liu-Chiu2 | Chen [23] et al. | Lee [24] | Hou [18] |
| :--- | :--- | :--- | :--- | :--- | :--- |
| No. of Multipliers | $6 N-4$ | $4 N$ | $N \ln (N)-3 N / 2+4$ | $(N / 2) \ln (N)$ | $N-1$ |
| latency | $N$ | $2 N$ | $N / 2$ | $[\ln (N)(\ln (N)-1)] / 2$ | $3 N / 2($ order |
| limitation on transform size $N$ | no | no | power of 2 | power of 2 |  |
| communication | local | $S I P O$ | $S I S O$ | global | global |
| I/O operation |  |  | $P I P O$ | $P I P O$ | global |

complexity analysis is also provided to show that the proposed approach is asymptotically optimal in speed and area.

The rest of this paper is organized as follows. The unified lattice structure for sinusoidal transforms is summarized in Section II. The derivation of the optimal unified filter structure from the transfer function of the discrete sinusoidal transforms is discussed in Section III. The architectures of the inverse discrete sinusoidal transforms based on the IIR filter realization are presented in Section IV. In Section V, the characteristics of these architectures are discussed from a theoretical point of view. The unified architectures for time-recursive based multi-dimensional discrete sinusoidal transforms are discussed in Section VI. Finally, we give a conclusion in Section VII.

## II. Lattice Structure for Discrete Sinusoidal Transforms

The time-recursive approach has been shown to be efficient in both hardware and computational complexity for the computation of discrete sinusoidal transforms (DXT), (such as the DCT, DST, and DHT), for time series input data stream [1]. In this section, we will summary and provide a unified view of lattice structures for time-recursive approach.

Denote the discrete sinusoidal transform DXT of a data sequence of length $N[x(t), x(t+1), \cdots, x(t+N-1) ; t=$ $0,1,2, \cdots]$ at time $t$ as

$$
\begin{align*}
X(k, t)=C(k) \sum_{n=t}^{t+N-1} x(n) P_{n-t}(k), & \\
& k=0,1, \cdots, N-1, \tag{1}
\end{align*}
$$

where $P_{n-\mathbf{t}}(k)$ are transform basis functions and $C(k)$ are constants used for normalization. It was shown in [1] that most discrete sinusoidal transforms have dual generated pairs. That is, the lattice structure used for generating one transform automatically generates its dual. For example, the dual of the DCT is the DST. Both the transform and its dual have similar updating relations. Let us denote the dual generated pairs by $X_{x c}(k, t)$ and $X_{x s}(k, t)$. Then, the time-recursive relation between $X_{x}(k, t)$ and $X_{x}(k, t+1)$ can be obtained by eliminating the effect of the first term of the previous sequence and updating the effect of the last term of the current sequence. In general, the dual generation properties between the transform pairs $X_{x c}(k, t)$ and $X_{x s}(k, t)$ are given by the following equations [1]:

$$
\begin{align*}
& X_{x c}(k, t+1) \\
& =e(k)\left\{\left[X_{x c}(k, t)+\left[x(t+N)(-1)^{k}-x(t)\right] D_{c}\right] \Gamma_{c}\right. \\
& \left.\quad+\left[X_{x s}(k, t)+\left[x(t+N)(-1)^{k}-x(t)\right] D_{s}\right] \Gamma_{s}\right\} \tag{2}
\end{align*}
$$

and

$$
\begin{align*}
& X_{x s}(k, t+1) \\
& =f(k)\left\{\left[X_{x s}(k, t)+\left[x(t+N)(-1)^{k}-x(t)\right] D_{s}\right] \Gamma_{c}\right. \\
& \left.\quad-\left[X_{x c}(k, t)+\left[x(t+N)(-1)^{k}-x(t)\right] D_{c}\right] \Gamma_{s}\right\}, \tag{3}
\end{align*}
$$

where $D_{c}$ and $D_{s}$ are the associated $\cos$ and sin transform kernels of the DXT with fixed index $n$. Coefficients $e(k)$ and $f(k)$ depend on the definition of the transforms and are always equal to one except for the two transforms LOT and CLT. Here, we will briefly describe the definition of the various discrete sinusoidal transforms [10]-[13].

The one-dimensional (1-D) DCT of an input data sequence $[x(t), x(t+1), \cdots, x(t+N-1), t=0,1,2, \cdots]$ is defined as [11]

$$
\begin{array}{r}
X_{c}(k, t)=C(k) \sqrt{\frac{2}{N}} \sum_{n=t}^{t+N-1} x(n) \cos \left[\left(n-t+\frac{1}{2}\right) \frac{k \pi}{N}\right], \\
k=0,1, \cdots, N-1, \tag{4}
\end{array}
$$

and the 1-D DST is defined as [10]

$$
\begin{array}{r}
X_{s}(k, t)=C(k) \sqrt{\frac{2}{N}} \sum_{n=t}^{t+N-1} x(n) \sin \left[\left(n-t+\frac{1}{2}\right) \frac{k \pi}{N}\right], \\
k=1, \cdots, N \tag{5}
\end{array}
$$

where

$$
C(k)= \begin{cases}\frac{1}{\sqrt{2}} & \text { if } k=0 \text { or } N \\ 1 & \text { otherwise }\end{cases}
$$

The definition of DHT is given by [12]

$$
\begin{align*}
& X_{h}(k, t)=\frac{1}{\sqrt{N}} \sum_{n=t}^{t+N-1} x(n) \operatorname{cas}\left(2(n-t) \frac{\pi k}{N}\right) \\
& k=0,1, \cdots, N-1, \tag{6}
\end{align*}
$$

where $\operatorname{cas} \theta \triangleq \cos \theta+\sin \theta$.
The Discrete Fourier Transform (DFT) is defined as [3]

$$
\begin{align*}
& X_{f}(k, t)=\frac{1}{\sqrt{N}} \sum_{n=t}^{t+N-1} x(n) \exp \left\{-j 2(n-t) \frac{\pi k}{N}\right\} \\
&  \tag{7}\\
& k=0,1, \cdots, N-1 .
\end{align*}
$$

The Lapped Orthogonal Transform (LOT) [14], [13] of $2 N$ samples $\left[x\left(t-N+\frac{1}{2}\right), x\left(t-N+\frac{3}{2}\right), \cdots, x\left(t+N-\frac{1}{2}\right)\right]$ is

TABLE II
Coefficients of the Lattice Structlre for the DXt

|  | $\Gamma_{C}$ | $\Gamma_{s}$ | $D_{c}$ | $D_{s}$ | $e(k)$ | $f(k)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DCT/DST | $\cos (\pi k / N)$ | $\sin (\pi k / N)$ | $\begin{aligned} & C(k) \sqrt{\frac{2}{N}} \\ & \cdot \cos (\pi k / 2 N) \end{aligned}$ | $\begin{aligned} & C(k) \sqrt{\frac{2}{N}} \\ & \cdot \sin (\pi k / 2 N) \end{aligned}$ | 1 | 1 |
| DHT/DFT | $\cos (2 \pi k / N)$ | $\sin (2 \pi k / N)$ | $\sqrt{\frac{1}{N}}$ | $0$ | $1$ | 1 |
| LOT/CLT | $\cos (\pi / 2 N)$ | $\sin (\pi / 2 N)$ | $\begin{aligned} & \sqrt{\frac{1}{\mathrm{~V}}}(-1)^{k} j \cdot \exp \left(-j \theta_{k}\right) \\ & \cdot \sin (\pi / 4 N) \end{aligned}$ | $\begin{aligned} & \sqrt{\frac{1}{N}}(-1)^{k} j \\ & \exp \left(-j \theta_{k}\right) \\ & \cdot \sin (\pi / 4 N) \\ & \hline \end{aligned}$ | $\exp \left(j 2 \theta_{k}\right)$ | $\exp \left(j 2 \theta_{k}\right)$ |

defined as

$$
\begin{align*}
& X_{\text {lot }}(k, t) \\
& =\left\{\begin{array}{cc}
\sqrt{\frac{2}{N}} \sum_{n=t-\left(N-\frac{1}{2}\right)}^{t+\left(N-\frac{1}{2}\right)} & x(n) \cos \frac{(2 k+1)(n-t) \pi}{2 N} \\
& \cos \frac{(n-t) \pi}{2 N}+\alpha_{k}, \\
k=0,2), \cdots,(N-2), \\
\sqrt{\frac{2}{N}} \sum_{n=t-\left(N-\frac{1}{2}\right)}^{t+\left(N-\frac{1}{2}\right)} & \begin{array}{c}
\text { even part of the CLT } \\
\\
\\
\\
\\
\\
\\
\\
k) \cos \frac{(n-t) \pi}{2 N}+\beta_{n k}, \\
\text { odd part of the CLT }
\end{array}
\end{array}\right. \tag{8}
\end{align*}
$$

where $\alpha_{k}=\beta_{n k}=0$, except for $\alpha_{0}=-(\sqrt{2}-1) /(2 \sqrt{2})$, and $\beta_{n(N-1)}=(-1)^{n+\frac{1}{2}} \alpha_{0}$.

The Complex Lapped Transform (CLT) [13] of $2 N$ samples $\left[x\left(t-N+\frac{1}{2}\right), x\left(t-N+\frac{3}{2}\right), \cdots, x\left(x+N-\frac{1}{2}\right)\right]$ is defined as

$$
\begin{align*}
X_{c l t}(k, t)= & \frac{1}{\sqrt{N}} \sum_{n=t-\left(N-\frac{1}{2}\right)}^{t+\left(N-\frac{1}{2}\right)} x(n) \\
& \cdot \exp \left\{-j \frac{(2 k+1)(n-t) \pi}{2 N}\right\} \cos \frac{(n-t) \pi}{2 N}, \\
& k=0,1, \cdots, N-1 . \tag{9}
\end{align*}
$$

Since the LOT is obtained from the even and odd value of $k$, we focus on the discussion of the dual generation for the CLT only. Define an Auxiliary Complex Lapped Transform (ACLT) of $2 N$ samples $\left[x\left(t-N+\frac{1}{2}\right), x\left(t-N+\frac{3}{2}\right), \cdots, x\left(x+N-\frac{1}{2}\right)\right]$ as

$$
\begin{aligned}
X_{c l t}(k, t)= & \frac{1}{\sqrt{N}} \sum_{n=t-\left(N-\frac{1}{2}\right)}^{t+\left(N-\frac{1}{2}\right)} x(n) \\
& \cdot \exp \left\{-j \frac{(2 k+1)(n-t) \pi}{2 N}\right\} \sin \frac{(n-t) \pi}{2 N} \\
& k=0,1, \cdots, N-1 .
\end{aligned}
$$

Then, the CLT and ACLT can be dually generated from (2) and (3) with the corresponding coefficients listed in Table II. All the transforms mentioned above can be realized by a lattice structure as shown in Fig. 1. This lattice structure is a modified normal form digital filter. Table II lists the coefficients in the unified lattice structure for different transforms. Here $\theta_{k}$ associated with the LOT/CLT equals $\frac{(2 k+1) \pi}{4 N}$.


Fig. I. The universal lattice module.

## III. Optimal Time-Recursive Architectures

## III.I. Transfer Function Approach

Input data arrive serially in most real-time signal processing applications. If we can view the transform operation as a linear shift invariant (LSI) system which transforms the input sequence of samples into their transform coefficients, then it is similar to a filtering operation. The general approach to tackle a digital filter problem is to look at its transfer function. The transfer functions of the DXT can be derived using several approaches. We will derive them from the unified time-recursive lattice structures as shown in Fig. 1. The time difference equations ${ }^{1}$ for the dually generated pairs are

$$
\begin{align*}
& y_{x c, k}(t)=e(k)\left\{\Gamma_{c}\left[D_{c} \tilde{x}(t)+y_{x c, k}(t-1)\right]\right. \\
& \left.\quad+\Gamma_{c}\left[D_{s} \tilde{x}(t)+y_{x s, k}(t-1)\right]\right\} \tag{11}
\end{align*}
$$

and

$$
\begin{align*}
& y_{x s, k}(t)=f(k)\left\{\Gamma_{c}\left[D_{s} \tilde{x}(t)+y_{x s, k}(t-1)\right]\right. \\
& \left.\quad-\Gamma_{s}\left[D_{c} \tilde{x}(t)+y_{x c, k}(t-1)\right]\right\} \tag{12}
\end{align*}
$$

where

$$
\begin{equation*}
\tilde{x}(t)=(-1)^{k} x(t+N)-x(t) \tag{13}
\end{equation*}
$$

and $y_{x c, k}(t)$ and $y_{x s, k}(t)$ corresponds to $X_{x c}(k, t)$ and $X_{x s}(k, t)$ in (2) and (3). The $z$ transform deduced from the above difference equations are

$$
\begin{align*}
& Y_{x c, k}(z)=e(k)\left\{\left(D_{c} \Gamma_{c}+D_{s} \Gamma_{s}\right) \tilde{X}(z)\right. \\
&\left.+\Gamma_{c} Y_{x c, k}(z) z^{-1}+\Gamma_{s} Y_{x s, k}(z) z^{-1}\right\} \tag{14}
\end{align*}
$$

${ }^{1}$ The time index $t$ is an integer parameter.

TABLE III
Coefficients of the Universal IIR Fitter Structure for the DXt

|  | $k$ | $n$ | $D 1$ | $D 2$ | $N 1$ | $N 2$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| DCT | $k$ | $N$ | $2 \cos (\pi k / N)$ | 1 | $C(k) \sqrt{\frac{2}{N}}$ | $-C(k) \sqrt{\frac{2}{N}}$ |
| DST | $k$ | $N$ | $2 \cos (\pi k / N)$ | 1 | $\cdot \cos (\pi k / 2 N)$ | $\cdot \cos (\pi k / 2 N)$ |
| DHT | 0 | $N$ | $2 \cos (2 \pi k / N)$ | $-C(k) \sqrt{\frac{2}{N}}$ | $-C(k) \sqrt{\frac{2}{N}}$ <br> DFT | 0 |

and

$$
\begin{align*}
Y_{x s, k}(z)=f(k) & \left\{\left(D_{s} \Gamma_{c}-D_{c} \Gamma_{s}\right) \tilde{X}(z)\right. \\
& \left.+\Gamma_{c} Y_{x s, k}(z) z^{-1}-\Gamma_{s} Y_{x c, k}(z) z^{-1}\right\} \tag{15}
\end{align*}
$$

$Y_{x s, k}(z)$ can be expressed in terms of $Y_{x c, k}(z)$ and $\tilde{X}(z)$ as

$$
\begin{equation*}
Y_{x s, k}(z)=\frac{f(k)\left\{\left(D_{s} \Gamma_{c}-D_{c} \Gamma_{s}\right) \tilde{X}(z)-\Gamma_{s} Y_{x c . k}(z) z^{-1}\right\}}{1-f(k) \Gamma_{c} z^{-1}} \tag{16}
\end{equation*}
$$

it follows that the transfer function for $\frac{Y_{z c, k}(z)}{X(z)}$ is given by
$H_{x c, k}(z)$
$=\frac{\left((-1)^{k}-z^{-N}\right)\left(e(k)\left[D_{c} \Gamma_{c}+D_{s} \Gamma_{s}\right]-e(k) f(k) D_{c} z^{-1}\right)}{1-(e(k)+f(k)) \Gamma_{c} z^{-1}+e(k) f(k) z^{-2}}$.

Similarly, the transfer function for $\frac{Y_{x s}, k(Z)}{X(z)}$ is given by

$$
\begin{align*}
& H_{x s, k}(z) \\
& =\frac{\left((-1)^{k}-z^{-N}\right)\left(f(k)\left[D_{s} \Gamma_{c}-D_{c} \Gamma_{s}\right]-e(k) f(k) D_{s} z^{-1}\right)}{1-(e(k)+f(k)) \Gamma_{c} z^{-1}+e(k) f(k) z^{-2}} . \tag{18}
\end{align*}
$$

From Table II and the transfer functions derived above, the transfer functions of different discrete sinusoidal transforms are given by

$$
\begin{align*}
& H_{c}(z)=\sqrt{\frac{2}{N}} C(k)\left((-1)^{k}-z^{-N}\right)\left(\cos \frac{\pi k}{2 N}\right) \\
& \cdot \frac{\left(1-z^{-1}\right)}{\left(1-2\left(\cos \frac{\pi k}{N}\right) z^{-1}+z^{-2}\right)}  \tag{19}\\
& H_{s}(z)=-\sqrt{\frac{2}{N}} C(k)\left((-1)^{k}-z^{-N}\right)\left(\sin \frac{\pi k}{2 N}\right) \\
& \cdot \frac{\left(1+z^{-1}\right)}{\left(1-2\left(\cos \frac{\pi k}{N}\right) z^{-1}+z^{-2}\right)}  \tag{20}\\
& H_{h}(z)=\frac{1}{\sqrt{N}}\left(1-z^{-N}\right)\left(\frac{\cos \frac{2 \pi k}{N}-\sin \frac{2 \pi k}{N}-z^{-1}}{1-2\left(\cos \frac{2 \pi k}{N}\right) z^{-1}+z^{-2}}\right)  \tag{21}\\
& H_{f}(z)=\frac{1}{\sqrt{N}}\left(1-z^{-N}\right)\left(\frac{\cos \frac{2 \pi k}{N}+j \sin \frac{2 \pi k}{N}-z^{-1}}{1-2\left(\cos \frac{2 \pi k}{N}\right) z^{-1}+z^{-2}}\right) \tag{22}
\end{align*}
$$

Because the size of the input data is $2 N$ in the CLT, the updating vector is $1-z^{2 N}$ instead of $1-z^{N}$. The transfer function is obtained by substituting the corresponding coefficients in Table II to (11), resulting in

$$
\begin{align*}
& H_{c l t}(z)=\left(1-z^{-2 N}\right) \frac{1}{\sqrt{N}} j(-1)^{k+1} \\
& \cdot \frac{\left(\sin \frac{\pi}{4 N}\right) e^{j \theta}\left(1+e^{j 2 \theta} z^{-1}\right)}{1-e^{j 2 \theta} 2\left(\cos \frac{\pi}{2 N}\right) z^{-1}+e^{j 4 \theta} z^{-2}} \tag{23}
\end{align*}
$$

$$
\theta=\frac{(2 k+1) \pi}{4 N} .
$$

It follows that for the LOT,

$$
\begin{align*}
& H_{\text {lote }}(z)=\text { evenpartof }\left\{H_{c l t}\right\}  \tag{24}\\
& H_{\text {loto }}(z)=\text { oddpartof }\left\{H_{c l t}\right\} . \tag{25}
\end{align*}
$$

We know from (1) that the transfer functions of these transforms are of finite impulse response. Hence, the poles in the denominator will be cancelled by the zeros of $\left((-1)^{k}-z^{-N}\right)$ in the nominator. We observe that when the updating vector ( $1-z^{-N}$ ) is factored out, the basic structure of all the transforms is composed of a FIR and an IIR filter with a second order denominator and a first order numerator, i.e. we are using an IIR filter to realize a FIR filter. This realization can greatly reduce the hardware complexity compared with the implementation consisting of FIR structures.

## III.2. The Unified IIR Filter Architectures

From the transfer functions derived above, we observe that the DXT can be realized using a single universal filter module consisting of a shift register array and a second order IIR filter. This structure is depicted in Fig. 2. The coefficients of the universal IIR module for different transforms are listed in Table III.
We note from (19) and (20) that the DCT and the DST share the same denominator and can be simultaneously generated using an IIR filter structure with three multipliers as depicted in Fig. 3. Compared with the lattice structure for the DCT and DST [1], the IIR realization requires only half as many multipliers. The difference is that the IIR structure implements the denominator of the transfer function in the direct form, while the lattice structure implements the poles in the normal


Fig. 2. The universal IIR filter module.


Fig. 3. The IIR filter structure for the DCT and DST.


Fig. 4. The IIR filter structure for the DHT and DFT.
form. From (21) and (22), we also observe that a single unified filter structure can be used to generate both the DHT and the DFT. This structure is depicted in Fig. 4.

The transfer function derived in (23) is in complex form. We will show in the following how to realize the CLT using real operations. The definition of the CLT in (9) can be rewritten as

$$
\begin{align*}
X_{c l t}(k)= & (-1)^{k} j \frac{1}{\sqrt{N}} \sum_{n=0}^{2 N-1} x(n) \\
& \cdot \exp \left\{-j \frac{(2 k+1)(2 n+1) \pi}{4 N}\right\} \sin \frac{(2 n+1) \pi}{4 N}, \\
& k=0,1, \cdots, N-1 \tag{26}
\end{align*}
$$

If we define another transform with basis functions only length $N$,

$$
\begin{gather*}
t_{n k}=\frac{1}{N} \exp \frac{j(2 n+1) k \pi}{2 N}=\frac{1}{N}\left\{D C T_{n k}-j \cdot D S T_{n k}\right\} \\
n, k=0,1, \cdots, N-1 \tag{27}
\end{gather*}
$$

$x(t)$


Fig. 5. The IIR filter structure for real operation of the LOT and CLT.

TABLE IV
Number of Multiplers and Adders for Different Transforms with IIR Fllter Realizations (Here * Denotes Complex Operations)

| Transformers | multipliers | adders |
| :--- | :--- | :--- |
| DCT | $2 N-2$ | $3 N+2$ |
| DST | $2 N-2$ | $3 N+2$ |
| DHT | $2 N$ | $3 N+1$ |
| DFT | $3 N-2$ | $3 N+1$ |
| LOT $^{*}$ | $4 N$ | $4 N$ |
| CLT $^{*}$ | $4 N$ | $4 N$ |
| DCT and DST | $3 N-3$ | $4 N+2$ |
| DHT and DFT | $3 N-2$ | $4 N+1$ |

then the CLT can be expressed in the form of [13]

$$
\begin{align*}
X_{c l t}(k)=\frac{1}{2}(-1)^{k} & \sum_{n=0}^{N-1} x(n)\left[t_{n k}-t_{n(k+1)}\right] \\
& +\frac{1}{2}(-1)^{k} \sum_{n=N}^{2 N-1} x(n)\left[t_{n k}+t_{n(k+1)}\right] \tag{28}
\end{align*}
$$

This leads to the CLT architecture as shown in Fig. 5, in which the $t_{m n}$ are generated by using the DCT and DST dual generating circuit as depicted in Fig. 3. The number of multipliers and adders required for these IIR filter structures are summarized in Table IV.

The architecture to generate 1-D DXT is depicted in Fig. 6. This parallel structure consists of a shift register array of size $N$, two adders, and $N$ IIR filter modules. Two sets of inputs $x(t+N)-x(t)$ and $-x(t+N)-x(t)$ are generated for the even and odd filter modules respectively. When a new datum $x(t)$ arrives, a new set of transform coefficients are obtained in $O(1)$ time, i.e., the throughput rate is $O(1)$.

## IV. Architectures for Inverse Transforms

Inverse transforms are important in retrieving original information in digital communication systems. The inverse DHT


Fig. 6. The parallel IIR filter structure for 1-D DXT.
and DFT are given by

$$
\begin{align*}
& x_{h}(n, t)= \frac{1}{\sqrt{N}} \sum_{k=t}^{t+N-1} X_{h}(k) \operatorname{cas}\left(2 n \frac{\pi(k-t)}{N}\right) \\
& n=0,1, \cdots, N-1 .  \tag{29}\\
& x_{f}(n, t)=\frac{1}{\sqrt{N}} \sum_{k=t}^{t+N-1} X_{f}(k) \exp \left\{j 2 n \frac{\pi(k-t)}{N}\right\} \\
& n=0,1, \cdots, N-1 . \tag{30}
\end{align*}
$$

We observe that the transfer function of the inverse DHT (IDHT) is exactly the same as its forward transform. The transfer function of the inverse DFT (IDFT) is given by

$$
\begin{align*}
& H_{f}(z)=\frac{1}{\sqrt{N}}\left(1-z^{-N}\right) \\
& \cdot\left(\frac{\cos \frac{2 \pi k}{N}-j \sin \frac{2 \pi k}{N}-z^{-1}}{1-2 \cos \frac{2 \pi k}{N} z^{-1}+z^{-2}}\right) \tag{31}
\end{align*}
$$

which is the same as (22) except that the imaginary part is negated. Therefore, the IDHT and IDFT can be realized by using the same architecture as those depicted in Fig. 4 except that we have to add an inverter at the output of the $\operatorname{Im} X_{f}(k, t)$.
The inverse DCT and DST (IDCT and IDST) are defined as follows:

$$
\begin{align*}
x_{c}(n, t)= & \sqrt{\frac{2}{N}} \sum_{k=t}^{t+N-1} C(k-t) X_{c}(k) \\
& \cdot \cos \left[\left(n+\frac{1}{2}\right) \frac{(k-t) \pi}{N}\right],  \tag{32}\\
n & =0,1, \cdots, N-1 . \tag{33}
\end{align*}
$$

$$
\begin{align*}
x_{s}(n, t)= & \sqrt{\frac{2}{N}} \sum_{k=t+1}^{t+N} C(k-t) X_{s}(k) \\
& \cdot \sin \left[\left(n+\frac{1}{2}\right) \frac{(k-t) \pi}{N}\right],  \tag{34}\\
n & =0,1, \cdots, N-1 \tag{35}
\end{align*}
$$

Because $C(k)$ is inside the transform, the architectures require some modification. Since $C(k)=1$ except for $k=0$ or $k=N$, we can rewrite (32) as

$$
\begin{array}{r}
x_{c}(n, t)=\sqrt{\frac{2}{N}} \sum_{k=t}^{t+N-1} X(k) \cos \left[\left(n+\frac{1}{2}\right) \frac{(k-t) \pi}{N}\right] \\
+\sqrt{\frac{2}{N}}\left(\sqrt{\frac{1}{2}}-1\right) X(t) . \tag{36}
\end{array}
$$

The transfer function of IDCT is

$$
\begin{align*}
H_{i c}(z)=\sqrt{\frac{2}{N}} \frac{z^{-N-1}-\cos \theta z^{-N}+(-1)^{n} \sin \theta}{1-2 \cos \theta z^{-1}+z^{-2}} \\
+\sqrt{\frac{2}{N}}\left(\sqrt{\frac{1}{2}}-1\right) z^{-(N-1)} \tag{37}
\end{align*}
$$

where $\theta=\frac{\pi(n+5)}{N}$. If we perform the block transform instead of sliding window transform, then the $z^{-N-1}$ and $z^{-N}$ components in the numerator can be eliminated because of the reset operation. In Fig. 7, we show the optimal unified IIR implementation of the inverse DCT module under block transform. The number of multipliers required for the inverse DCT is $2 N-1$. The additional branch of multiplier is shared by the $N$ IIR array with a delay of $N-1$ cycles. The difference in the direct and inverse transform formula can be rectified by adding one additional branch of multipliers to a whole parallel IIR structure and changing the multiplication coefficients. Similarly, the IDST can be rewritten as

$$
\begin{align*}
x_{s}(n, t)= & \sum_{k=t}^{t+N-1} X(k) \sin \left[\frac{\pi(2 n+1)(k-t)}{2 N}\right] \\
& +\sqrt{\frac{2}{N}}\left(\sqrt{\frac{1}{2}}-1\right) X(t+N-1) \tag{38}
\end{align*}
$$

whose transfer function is

$$
\begin{array}{r}
H_{i s}(z)=\sqrt{\frac{2}{N}} \frac{\sin \theta z^{-N}-(-1)^{n} z^{-1}+(-1)^{n} \cos \theta}{1-2 \cos \theta z^{-1}+z^{-2}} \\
+\sqrt{\frac{2}{N}}\left(\sqrt{\frac{1}{2}}-1\right) \tag{39}
\end{array}
$$

The architecture for the block transform of the IDST is shown in Fig. 8.

The Inverse Complex Lapped Transform (ICLT) [13] of samples $[X(t), X(t+1), \cdots, X(t+N-1), X(t+$ $N), \cdots, X(t+2 N-1)]$ is defined as

$$
\begin{align*}
& x_{c l t}(k, t) \\
& =\frac{1}{2 \sqrt{N}} \sum_{k=t}^{t+N-1}\left[X(k)+X(k+1)+(-1)^{k}(X(k+N)\right. \\
& \quad+X(k+N+1))] \exp \left\{j \frac{(2 n+1)(k-t) \pi}{2 N}\right\} \tag{40}
\end{align*}
$$

TABLE V
Corresponding Coefficients in the Recurrence Formula for Different DXT

|  | $k$ | $c$ | $\lambda$ | $P_{0}$ | $P_{-1}$ | $P_{N-1}$ | $P_{N}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DCT | $2 \cos (\pi k / N)$ | 0 | 1 | $\cos (\pi k / 2 N)$ | $P_{0}$ | $(-1)^{k} P_{0}$ | $P_{0}$ |
| DST | $2 \cos (\pi k / N)$ | 0 | 1 | $\sin (\pi k / 2 N)$ | $-P_{0}$ | $-(-1)^{k} P_{0}$ | $P_{0}$ |
| DHT | $2 \cos (2 \pi k / N)$ | 0 | 1 | 1 | $\cos (2 \pi k / 2)$ | $P_{-1}$ | 1 |
| DFT | $2 \cos (2 \pi k / N)$ | 0 | 1 | 1 | $\begin{aligned} & \sin (2 \pi k / N) \\ & \cos (2 \pi k / 2) \end{aligned}$ | $P_{-1}$ | 1 |
| CLT | $\begin{aligned} & \exp \left(-j 2 \theta_{k}\right) \\ & \cdot 2 \cos (\pi / 2 N) \end{aligned}$ | 0 | $\exp \left(-j 4 \theta_{l}\right)$ | 1 | $\begin{aligned} & -j \sin (2 \pi k / N) \\ & \exp \left(j 2 \theta_{k}\right) \\ & \cdot \cos (\pi / 2 N) \end{aligned}$ | $\begin{aligned} & (-1)^{k} \\ & -\sin (\pi / 2 N) \\ & j \exp j 2 \theta_{k} \\ & \hline \end{aligned}$ | $(-1)^{k} j$ |



Fig. 7. The IIR filter structure for the IDCT.


Fig. 8. The IIR filter structure for the IDST.
To compute the ICLT, the $2 N$ inputs are combined first into length of $N$, then the IDCT and IDST of the $N$-point vector are calculated individually. The ICLT is obtained by summing the result of the IDCT and that of IDST multiplied by $j$. The architecture of the IDCLT is depicted in Fig. 9.

## V. Theoretical Basis

The basis functions of all the discrete sinusoidal transforms mentioned above corresponds to a set of orthogonal polynomials [15]. One of the important characteristics of orthogonal polynomials is that any three consecutive polynomials $P_{n}(k)$ are related by the Fundamental Recurrence Formula [16] given by

$$
\begin{equation*}
P_{n}(k)=\left(k-c_{n}\right) P_{n-1}(k)-\lambda_{n} P_{n-2}(k) . \tag{41}
\end{equation*}
$$

The discrete transforms discussed in the previous section satisfy a simpler version of the recurrence relation. More


Fig. 9. The IIR filter structure for the IDCLT.
precisely, the parameters $c_{n}$ and $\lambda_{n}$ are independent of $n$ and the basis function $P_{n}(k)$ is periodic in $n$ and $k$ of period $N$. In these cases, the Fundamental Recurrence Formula can be rewritten as

$$
\begin{align*}
P_{n}(k)= & (k-c) P_{n-1}(k)-\lambda P_{n-2}(k) \\
& n=0,1, \cdots, N-1, \quad k=0,1,2, \cdots, N-1 . \tag{42}
\end{align*}
$$

For different discrete sinusoidal transforms, the corresponding parameters $k, c, \lambda$ in the Fundamental Recurrence Formula are stated in Table V.
Lemma 1: For all discrete transforms whose basis functions satisfy the Fundamental Recurrence Formula (42), the $z$ transform of the basis functions $\left\{P_{n}(k)\right\}$ can be expressed as a rational function with a second order denominator that is the characteristic equation of the Fundamental Recurrence Formula.

Proof: Since any $P_{n}(k)$ depends only on the previous two terms, the first two polynomial terms, $P_{-1}(k)$ and $P_{-2}(k)$, uniquely specify the entire set of basis functions.

Apply $z$ transform on index $n$ to both sides of (42),

$$
\begin{aligned}
& P(z, k) \\
&= \sum_{n=0}^{N-1} z^{-n} P_{n}(k) \\
&= \sum_{n=0}^{N-1}\left\{(k-c) z^{-n} P_{n-1}(k)-\lambda z^{-n} P_{n-2}(k)\right\} \\
&=(k-c)\left[P_{-1}(k)+z^{-1} \sum_{n=0}^{N-1} z^{-n} P_{n}(k)-z^{-N} P_{N-1}(k)\right] \\
&-\lambda\left[P_{-2}(k)+z^{-1} P_{-1}(k)+z^{-2} \sum_{n=0}^{N-1} z^{-n} P_{n}(k)\right. \\
&\left.-z^{-N} P_{N-2}(k)-z^{-(N+1)} P_{N-1}(k)\right]
\end{aligned}
$$

$$
\begin{align*}
P(z, k) & =\frac{z^{-(N-1)} \lambda P_{N-1}(k)-P_{N}(k) z^{-(N-2)}-\lambda P_{-1}(k)+P_{0}(k) z^{2}}{\lambda-(k-c) z+z^{2}} \\
& =\frac{z^{2}\left(P_{0}(k)-P_{N}(k) z^{-N}\right)-\lambda z\left(P_{-1}(k)-P_{N-1}(k) z^{-N}\right)}{\lambda-(k-c) z+z^{2}} \tag{44}
\end{align*}
$$

$$
\begin{aligned}
= & (k-c) z^{-1} P(z, k)-\lambda z^{-2} P(z, k) \\
& +\left[(k-c) P_{-1}(k)-\lambda P_{-2}(k)\right]-\lambda z^{-1} P_{-1}(k) \\
& -z^{-N}\left[(k-c) P_{N-1}(k)-\lambda P_{N-2}(k)\right] \\
& +\lambda z^{-(N+1)} P_{N-1}(k)
\end{aligned}
$$

$$
\begin{equation*}
k=1,2, \cdots, N-1 \tag{43}
\end{equation*}
$$

Factoring out $P(z, k)$, we obtain (see (44) at top of page)
Because of the second order recurrence relation, the denominators of the $z$-transform of the basis functions are second-order polynomials in $z$.

The characteristic equation of the Fundamental Recurrence Formula (42) is obtained by solving the homogeneous solutions of the difference equation (42). The homogeneous equation is given by

$$
\begin{equation*}
P(z, k)=(k-c) P(z, k) z^{-1}-\lambda P(z, k) z^{-2} \tag{45}
\end{equation*}
$$

Combining both sides of the equation, we have

$$
\begin{equation*}
P(z, k) z^{-2}\left(\lambda-(k-c) z+z^{2}\right)=0 \tag{46}
\end{equation*}
$$

Since $P(z, k)$ does not equal to zero, we have that $(\lambda-(k-$ c) $z+z^{2}$ ) equals to zero and hence the characteristics equation is $\left(\lambda-(k-c) z+z^{2}\right)$, which is the denominator.

The transfer function of the discrete transforms (DXT) is derived from (1), that can be rewritten as

$$
\begin{equation*}
X(k, t)=C(k) \sum_{n=0}^{N-1} x(n+t) P_{n}(k), t=0,1,2, \ldots \tag{47}
\end{equation*}
$$

Performing the $z$-transform on the index $t$ on both sides of the above equation, we have

$$
\begin{align*}
H_{\mathrm{Y}}(z) & =C(k) z^{-(N-1)} \sum_{n=0}^{N-1} z^{n} P_{n}(k) \\
& =C(k) z^{-(N-1)} P\left(z^{-1}, k\right) \tag{48}
\end{align*}
$$

which is the $z$-transform of the basis orthogonal polynomials with index $z$ replaced by $z^{-1}$ and multiplied by $C(k) z^{-(N-1)}$. That is, the transfer function of the discrete transform can also be expressed as a rational function with a second order denominator

$$
\begin{align*}
& H_{x}(z)=C(k) \\
& . \frac{\left(\lambda P_{N-1}(k)-P_{N}(k) z^{-1}-\lambda P_{-1}(k) z^{-N}+P_{0}(k) z^{-(N+1)}\right)}{\left(\lambda-(k-c) z^{-1}+z^{-2}\right)} \tag{49}
\end{align*}
$$

Here we illustrate another way to derive the transfer function of the discrete sinusoidal transforms. Substituting the coefficients listed in Table V to (49), we obtain the transfer functions derived in Section III.1.

Lemma 2: To compute the discrete sinusoidal transforms time recursively, we have to factor out the updating component $\left(1-z^{-N}\right)$ or $\left(1+z^{-N}\right)$ in the filter realization. There exists an updating component $\left(1+z^{-N}\right)$ or $\left(1-z^{-N}\right)$ in the nominator of the transfer function of the discrete sinusoidal transform, if and only if the boundary conditions of the basis function satisfy $P_{0}= \pm P_{N}$ and $P_{-1}= \pm P_{N-1}$.

Proof: If the updating vector can be realized by $(1+$ $\left.z^{-N}\right)$ or $\left(1-z^{-N}\right)$, then the nominator of (49) must contain the factor $\left(1+z^{-N}\right)$ or $\left(1-z^{-N}\right)$. That is, the nominator can be expressed as

$$
\begin{align*}
\lambda P_{N-1}(k)-P_{N}(k) z^{-1}-\lambda & P_{-1}(k) z^{-N}+P_{0}(k) z^{-(N+1)} \\
& =\left(1 \pm z^{-N}\right)\left(a+b z^{-1}\right) \tag{50}
\end{align*}
$$

since it is a $(-N-1)$ degree polynomial. Expand the right side of the above equation, we have

$$
\begin{align*}
\lambda P_{N-1}(k)-P_{N}(k) z^{-1} & -\lambda P_{-1}(k) z^{-N}+P_{0}(k) z^{-(N+1)} \\
& =a+b z^{-1} \pm a z^{-N} \pm b z^{-N-1} \tag{51}
\end{align*}
$$

it follows that

$$
\begin{align*}
& a=\mp \lambda P_{-1}(k)=\lambda P_{N-1}(k) \\
& b= \pm P_{0}(k)=-P_{N}(k) \tag{52}
\end{align*}
$$

and

$$
\begin{gather*}
P_{0}(k)= \pm P_{N}(k) \\
P_{-1}(k)=\mp P_{N-1}(k) \tag{53}
\end{gather*}
$$

This proves the necessary condition. If $P_{0}= \pm P_{N}$ and $P_{-1}= \pm P_{N-1}$, then the nominator in (49) becomes

$$
\begin{align*}
& \lambda P_{N-1}(k)-P_{N}(k) z^{-1}-\lambda P_{-1}(k) z^{-N}+P_{0}(k) z^{-(N+1)} \\
& \quad=\mp \lambda P_{-1}(k) \pm P_{0}(k) z^{-1}-\lambda P_{-1}(k) z^{-N} \\
& \quad+P_{0}(k) z^{-(N+1)} \\
& \quad=\left(1 \pm z^{-N}\right)\left(\lambda P_{0}(k) z^{-1} \mp \lambda P_{-1}(k)\right) \tag{54}
\end{align*}
$$

which means the nominator contains the factor $\left(1 \pm z^{-N}\right)$.
Lemma 3: All the transforms that satisfies Lemma 1 and Lemma 2 can be realized by an updating FIR filter with transfer function $\left(1-z^{-N}\right)$ or $\left(1+z^{-N}\right)$, and an IIR filter with second order denominator and first order nominator whose coefficients are dependent on $\lambda,(k-c), P_{0}$ and $P_{-1}$.

Proof: If Lemma 1 and 2 are satisfied, the transfer function can be expressed as

$$
\begin{equation*}
H_{z}(z)=C(k) \frac{\left(1 \pm z^{-N}\right)\left(\lambda P_{N-1}-P_{N} z^{-1}\right)}{\left(\lambda-(k-c) z^{-1}+z^{-2}\right)} \tag{55}
\end{equation*}
$$

Therefore, the transform can be realized by the filter structure as shown in Fig. 2. The coefficients are

$$
\begin{array}{ll}
D 1=(k-c) & D 2=\lambda  \tag{56}\\
N 1=\lambda P_{N-1} & N 2=-P_{N} .
\end{array}
$$

Lemma 3 implies that if a transform can be computed timerecursively, a maximum of four multipliers required to realize the transform. Fig. 2 shows a good example of this case.

Lemma 4: For the discrete sinusoidal transforms, the roots of the characteristic equation belong to the set of the root of ( $1 \pm z^{-N}$ ).

Proof: Since the discrete sinusoidal transform is FIR in natural, the roots of the denominators should be cancelled by the zeros of the nominator. In general, the roots of the denominator are complex conjugate poles because of ( $k-$ $c)^{2}-4 \lambda<0$. Therefore, the poles should be cancelled by the zeros of the ( $1 \pm z^{-N}$ ), and the roots of the denominator

$$
\begin{align*}
& z 1, z 2=\frac{(k-c) \pm \sqrt{(k-c)^{2}-4 \lambda}}{2 \lambda} \\
& \in\left\{\begin{array}{ll}
\exp \frac{j 2 \pi n}{N} & n=0,1,2, \cdots, N-1 \cdot z^{N}=1 \\
\exp \frac{j \pi(2 n+1)}{N} & n=0,1,2, \cdots, N-1 \cdot, z^{N}=-1
\end{array}\right\} \tag{57}
\end{align*}
$$

All the discrete sinusoidal transforms list in Table IV satisfies Lemmas 1 through 4. Therefore, these transforms can be computed time recursively and can be realized by a FIR filter with transfer function $\left(1 \pm z^{-N}\right)$ and an IIR filter with second order polynomials. These facts support the results obtained in Section III and IV.

Lemma 5: If two transforms can be dually generated, then they share the same autoregressive model in their IIR filter structure.

Proof: The basis polynomial $p_{n}$ and $q_{n}$ of the dual generated transform pairs satisfy the following equations

$$
\begin{align*}
p_{n} & =D_{x c} p_{n-1}+D_{x s} q_{n-1} \\
q_{n} & =D_{x c} q_{n-1}-D_{x s} p_{n-1} \tag{58}
\end{align*}
$$

Since $p_{n}$ and $q_{n}$ are dually generated and from (59), they have the same characteristic equation. That is

$$
\begin{equation*}
I-A z^{-1}=0 \tag{59}
\end{equation*}
$$

where

$$
A=\left[\begin{array}{cc}
D_{x c} & D_{x s} \\
-D_{x s} & D_{x c}
\end{array}\right]
$$

As shown in Lemma 1, the roots of the denominators are the roots of the characteristics equation. Since $p_{n}$ and $q_{n}$ have the same characteristic equation, they have the same denominator. Hence, both transform have identical poles, and as a result, the same autoregressive filter form.

Example 1: The DCT and DST are dual generated transform pairs and share the same second order denominator.

As shown in [1], the DCT and DST satisfy

$$
\begin{aligned}
\cos \left[\frac{\pi(2(n+1)+1) k}{2 N}\right]= & \cos \left[\frac{\pi k}{N}\right] \cos \left[\frac{\pi(2 n+1) k}{2 N}\right] \\
& -\sin \left[\frac{\pi k}{N}\right] \sin \left[\frac{\pi(2 n+1) k}{2 N}\right]
\end{aligned}
$$

$$
\begin{align*}
\sin \left[\frac{\pi(2(n+1)+1) k}{2 N}\right]= & \cos \left[\frac{\pi k}{N}\right] \sin \left[\frac{\pi(2 n+1) k}{2 N}\right] \\
& +\sin \left[\frac{\pi k}{N}\right] \cos \left[\frac{\pi(2 n+1) k}{2 N}\right] \tag{60}
\end{align*}
$$

it follows that

$$
\begin{align*}
D_{x c} & =\cos \left[\frac{\pi k}{N}\right] \\
D_{x s} & =-\sin \left[\frac{\pi k}{N}\right] . \tag{61}
\end{align*}
$$

From (59), the poles are the root of the equation $1-$ $2 \cos [\pi k / N] z^{-1}+z^{-2}=0$, which is the same as the characteristic equation derived from the Lemma 1. This is why the DCT, DST and DFT, DHT share the same second order autoregressive structure. From Lemma 3, it is noted that a maximum of $4 N$ multipliers is required to realize the transform. Due to the fact that $\lambda=1$ and $P_{N}= \pm P_{N-1}$ for the case of the DCT and DST, we can see that $2 N$ multipliers for the DCT and DST is minimum for this realization. Based on Lemma 5, we can combine the denominator together for the dual generation of DCT and DST. This gives an average 1.5 N multipliers to realize the DCT or DST. We believe that this is the best we can achieve for real-time computation.

## Vi. Unified Time-Recursive Based <br> Multi-Dimensional Discrete Sinusoidal Transforms

Multi-dimensional transforms provide powerful tools for multi-dimensional signal processing. Some of the important applications are in the areas of signal reconstruction, speech processing, spectrum analysis, tomography, image processing, and computer vision. Specifically, in multispectral imaging, interframe video imaging, and computer tomography, we have to work with three or (higher) dimensional data. It is difficult to generalize the existing fast 1-D algorithms to 3-D or higher dimensional transforms. However, our timerecursive concept can be easily extended to multi-dimensional transforms resulting in architectures that are simple, modular, and hence suitable for VLSI implementation. Since the 3-D DCT is very useful in processing interframe video imaging data, we first describe the filter architecture for the 3-D DCT, and then generalize it to any multi-dimensional discrete sinusoidal transform.

## VI.1. Time-Recursive Structures for 3-D DCT

The basic concept of time-recursive computation is to compute the new transform at time $(t+1)$ based on the transform at time $t$. The operations can be divided into two parts, one consists of computing the difference of the input data between time $t$ and $(t+1)$ and the other consists of performing the recursive updating. Looking at the basic architecture of computing 1-D DXT as shown in Fig. 2, the basic structure consists of three components: shift registers, adders, and IIR arrays. The shift register is used to store the input data from $x(t)$ to $x(t+N)$; adders are used to compute the difference between data $x(t)$ and $x(t+N)$ and the IIR arrays are used
to perform the computation recursively. We will show that the $d$-D DXT can be computed by using $d$ blocks consisting of shift registers, adders, and filter arrays, each performing the time-recursive computation along a dimension.

For 1-D time-recursive DXT, the input data window is moved one sample at a time. That is, the input data vector at time $t$ is given by the vector $[x(t), \cdots, x(t+N-1)]$, and at time $(t+1)$ the input data consists of the vector $[x(t+1), \cdots, x(t+N)]$. The time-recursive relation for the 2-D transforms is based on updating the input data row by row [17]. A 2-D DCT for HDTV application based on the lattice structure as considered in [17]. Assuming a 3-D input data is updated frame by frame in the third axis $n_{3}$ the range of the input data $x\left(n_{1}, n_{2}, n_{3}\right)$ is $\left\{n_{1}=0, \cdots, N-1 ; n_{2}=\right.$ $\left.0, \cdots, N-1 ; n_{3}=0,1,2, \ldots\right\}$, we call the input data frame $x\left(n_{1}, n_{2}, t\right)$ for a specific index $t$ as the $t$ th frame input data. The 3-D DCT of the $t$ th frame input data is defined as

$$
\begin{align*}
& X_{c^{3}}\left(k_{1}, k_{2}, k_{3}, t\right) \\
& =C\left(k_{1}\right) C\left(k_{2}\right) C\left(k_{3}\right) \\
& \quad \cdot \sum_{n_{1}=0}^{N-1} \sum_{n_{2}=0}^{N-1 t+N-1} \sum_{n_{3}=t}^{t+N}\left(n_{1}, n_{2}, n_{3}\right) \\
& \quad \cdot \cos \left[\frac{\pi\left(2 n_{1}+1\right) k_{1}}{2 N}\right] \\
& \quad \cdot \cos \left[\frac{\pi\left(2 n_{2}+1\right) k_{2}}{2 N}\right] \\
& \quad \cdot \cos \left[\frac{\pi\left[2\left(n_{3}-t\right)+1\right] k_{3}}{2 N}\right] . \tag{62}
\end{align*}
$$

By introducing another 3-D transform $X_{c^{2} s}\left(k_{1}, k_{2}, k_{3}, t\right)$ defined as

$$
\begin{align*}
& X_{c^{2} s}\left(k_{1}, k_{2}, k_{3}, t\right) \\
& =C\left(k_{1}\right) C\left(k_{2}\right) C\left(k_{3}\right) \\
& \sum_{n_{1}=0}^{N-1} \sum_{n_{2}=0}^{N-1 t+N-1} \sum_{n_{3}=t}^{t+N\left(n_{1}, n_{2}, n_{3}\right) \cos \left[\frac{\pi\left(2 n_{1}+1\right) k_{1}}{2 N}\right]} \\
& \quad \cdot \cos \left[\frac{\pi\left(2 n_{2}+1\right) k_{2}}{2 N}\right] \\
& \quad \cdot \sin \left[\frac{\pi\left[2\left(n_{3}-t\right)+1\right] k_{3}}{2 N}\right] \tag{63}
\end{align*}
$$

By following the time-recursive approach, we can show that the 2-D DCT of each frame can be computed first and store it in a shift register array of size $(N+1) \times N^{2}$. The difference between the 2-D DCT of the $t$ th frame and $(t+N)$ th frame is then computed. The 3-D DCT can be generated by feeding the 2-D DCT of the updating vector into a lattice module as shown in Fig. 10. The size of the shift register in the lattice module is $N^{2}$ because for a specific $k_{3}$ there are $N^{2}$ values ( $k_{1}=0, \cdots, N-1 ; k_{2}=0, \cdots, N-1$ ) to be updated. A similar updating relation exists for the 2-D DCT and the 1-D DCT [17]. The number of shift registers in the lattice module for 2-D and 1-D DCT are $N$ and 1 respectively. Therefore, the time-recursive 3-D DCT lattice structure consists of three lattice arrays which are used to produce the 1-D, 2-D and 3-D


Fig. 10. The lattice module.


Filter Array Block $\mathrm{i}, \mathrm{i}=0,1,2,3, \ldots, \mathrm{~N}-1$.
Fig. 11. The structure for Lattice Array Blocks.

DCT individually. The 3-D DCT can be implemented using either the lattice or the IIR filter structures as described below.

## VI.1.a. The 3-D DCT Architecture

The architecture of the frame-recursive lattice 3-D DCT consists of three Array Blocks (AB0, AB1, and AB2) whose configurations are depicted in Fig. 11. The Array Block ABi consists of a shift register array, two adders, and a lattice or IIR array; the shift register array is of size $(N+1) \times N^{i}$ and is used to store the intermediate values. The function of the adders is to update the effect of the new data and eliminate the effect of the previous data. The structure of the lattice array is shown in Fig. 10. The difference between different lattice arrays is only in the number of delays in the feedback loop. There are $N^{i}$ delay elements in the $i$ th lattice array. For the case of the direct form implementation, the lattice array is replaced by the IIR array whose configuration, same as what in Fig. 2 except the delay in the feedback path is $z^{-N^{i}}$ instead of $z^{-1}$.

The operation of this architecture can be viewed as follows. Input data is scanned row by row and frame by frame and sent to the first module AB0 which generates the 1-D DCT of each row on every input frame. When the last datum of each row is


Fig. 12. The architecture for block 3-D DCT.
available, the 1-D DCT of each input row vector is obtained. These $N$ 1-D DCT transformed data are loaded in parallel into the second module AB1 every $N$ clock cycles. The AB1 module is used to generate the 2-D DCT of each data frame. After $N^{2}$ clock cycles, when the last datum of each frame arrives, the 2-D DCT of each frame is available. These values are loaded in parallel into the AB 2 module to generate the 3-D DCT recursively. The difference between the 2-D DCT of the parity of the $(t+N)$ th and $t$ th frame is used as the input to the AB 2 module. There are $N^{2}$ shift registers in the feedback loop of AB 2 to store the transformed data of each frame. It takes $N^{2}$ cycles to finish updating a new 3-D block and this is the period required to obtain a new 2-D DCT data block. It is easy to verify that the system is fully-pipelined.

In applications where only block multi-dimensional transforms are required, the above architecture can be simplified. Intermediate values stored in the shift registers are not necessary. The purpose of the shift registers required is to store the current data obtained from filter arrays, hence its size is reduced to $N^{i}$ for Lattice Array Block $i$. Since the updating is unnecessary, the two adders can be eliminated. The lattice block 3-D DCT structure is shown in Fig. 12.

## VI.2. Time-Recursive Structures for Multi-Dimensional DXT

In this section, we generalize the time-recursive concept to any multi-dimensional DXT and derive the fully-pipelined block structures. Denote by $\left[x\left(\vec{n}_{d}, t\right)\right]$ the input data file at time $t$, and by $\left[x\left(\vec{n}_{d}, t+1\right)\right]$ the data file at time $(t+1)$ which is obtained by shifting $\left[x\left(\vec{n}_{d}, t\right)\right]$ in a direction of one of the axes of $\vec{n}_{d}$ by one unit. For simplicity, let us assume that the data file is shifted in the direction of the last axis, $n_{d}$. The $d$-dimensional DXT of the input data file $\left[x\left(\vec{n}_{d}, t\right)\right]$ is defined as

$$
\begin{equation*}
X_{X^{d}}\left(\vec{k}_{d}, t\right)=\sum_{n_{1}=0}^{N-1} \sum_{n_{2}=0}^{N-1} \cdots \sum_{n_{d}=t}^{t+N-1} x\left(\vec{n}_{d}, t\right) P_{\vec{n}_{d}}\left(\vec{k}_{d}\right), \tag{64}
\end{equation*}
$$

Here, we assume that the transform kernel $P_{\vec{n}_{d}}\left(\vec{k}_{d}\right)$ is separable. ${ }^{2}$. That is

$$
\begin{equation*}
P_{\vec{n}_{d}}\left(\vec{k}_{d}\right)=P_{n_{1}}\left(k_{1}\right) P_{n_{2}}\left(k_{2}\right) \cdots P_{n_{d}}\left(k_{d}\right) . \tag{65}
\end{equation*}
$$

From the analysis in Section VI.1, we see that the updated transform $X_{X^{d}}\left(\vec{k}_{d}, t+1\right)$ is related to the previous transform $X_{X^{d}}\left(\vec{k}_{d}, t\right)$ by the following equation [17]:

$$
\begin{align*}
& X_{X^{d}}\left(\vec{k}_{d}, t+1\right) \\
& =\left\{X_{X^{d}}\left(\vec{k}_{d}, t\right)+X_{x^{d-1}}\right. \\
& \left.\quad \cdot\left[\vec{k}_{d-1}, \Delta(t+N, t)\right] D_{x}(k)\right\} \Gamma_{x}(k), \tag{66}
\end{align*}
$$

where $\Delta(t+N, t)$ is the difference between the data files at time $t$ and $(t+N)$, and $D_{x}(k)$ and $\Gamma_{x}(k)$ are coefficients that depend only on the transform kernel and index $k$. The above equation indicates that the $d$-dimensional DXT can be updated recursively using the previous transformed data $X_{X^{d}}\left(\vec{k}_{d}, t\right)$ and the $(d-1)$-D DXT of $\Delta(t+N, t)$. This relation can be used recursively such that any $d$-D DXT can be generated from the 1-D DXT using $d$ filter array blocks.
As described in the previous section, there are two kinds of time-recursive DXT architectures, the moving frame $d$-D DXT and the block $d$-D DXT. The structure of the basic building block in the moving-frame DXT is shown in Fig. 11, where the filter array can be either the lattice or the filter form. The function of each block is to shift the $(d-1)$-dimensional data into a data bank, then distribute the difference of the first and last frame of the data bank to the second stage DXT array. The dimension of the shift register array is $(N+1) \times N^{i}$ and the delay in filter array $i$ is $N^{i}$. The time required to obtain the $(d-1)$-dimensional DXT is $N^{d-1}$, which is also the time required to obtain the $N^{d}$ elements of the transformed data.
In the case of block DXT, the size of the shift register array can be reduced and adders can be eliminated because

[^1]

Fig. 13. The basic structure of the block DXT.
intermediate transformed data do not have to be stored. The size of the shift register array is $N^{i}$. The structure of the $L A B$ is shown in Fig. 13. The lattice array $i$ is reset every $N^{i+1}$ cycles.

## VI.2.a. Area-Time Complexity Analysis

Our architecture for computing the $d$-dimensional transform DXT over $N^{d}$ points consists of $d$ blocks, each block is composed of a shift register array followed by a one-dimensional lattice or IIR structure made up of $N$ DXT modules. The $i$ th shift register array is of size $(N+1) \times N^{i} b$, where $0 \leq i \leq d-1$ and $b$ is the number of bits used to represent each number. The output is generated in a shift register array of size $N^{d} b$. Therefore the total number of multipliers and adders used is $O(d N)=O(N)$, and the total amount of memory is $O\left(N^{d} b\right)$. The next lemma states that the area of any chip that computes the $d$-dimensional DFT transform must be $\Omega\left(N^{d} b\right)$, and hence our design asymptotically optimal in its use of area. The same holds true for the remaining transforms. We are using the standard VLSI model as introduced by Thompson [30].

Lemma 6: Any VLSI system that computes the $d$ dimensional DFT on $N^{d}$ points requires area $A=\Omega\left(N^{d} b\right)$, where $b$ is the number of bits required to represent each input number.

The proof of the lemma can be derived from a result in [29] in a straightforward way. Hence our design uses the least amount of memory asymptotically. The speed of our VLSI design cannot be improved asymptotically since it processes the input in real time. Hence our design is asymptotically optimal in both speed and area.

## VII. CONCLUSION

In this paper, we proposed optimal time-recursive unified architectures for computing the DCT, DST, DHT, DFT, LOT, and CLT using only half as many multipliers as the unified lattice structure described in [1]. In the lattice structure, two transforms are dually generated simultaneously, while this optimal architecture has the flexibility of generating either one transform or both together. The basic configuration of
the optimal unified architectures has a second order autoregressive model. It is optimal in the sense that the number of the multipliers used is minimum and both speed and area are asymptotically optimal. We also gave a theoretical justification of the unified time-recursive architecture using the Fundamental Recurrence Formula. We show that to generate the DCT and DST, only $2 N-2$ multipliers are necessary, while in the case of dual generation of the DCT and DST, only 1.5 N multipliers are required for each transform on average. Finally, we generalized the time-recursive concept to multi-dimensional transforms. The resulting architecture is fully-pipelined, modular, and regular. It requires only $d$ 1-D arrays for computing a $d$-D DXT.
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