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A Data Embedded Video Coding Scheme for
Error-Prone Channels
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Abstract—We propose a novel data embedding scheme for tent of a corrupted group of blocks (GOB) is replaced by simply
fragtlﬁﬂnsggxzd Sased d\_/ld_eo ?r?dlng ?'90”thtms t_SUCh as '(‘j|~263 repeating the GOBs in the previous frame. This method works
and MPEG-2. By modifying the motion estimation procedure o for sequences with little motion. However, severe distor-
at fractional-pel precision, two bits data can be embedded in a . . . . .. . .
motion vector (MV) for a inter-mode coded macroblock (MB). tions are introduced for image regions containing highly active
For half-pel precision motion estimation, the resulted bitstream is motion. In [2], one pseudoslice is added to one frame which is
compatible with the current video coding standards. Performance an erasure code of other slices in the same frame, such a method
g;ﬁtg‘;npgyﬁgsaﬁgod:ttﬁ d?é‘:jbfg'gr? Zggﬁgﬁigr‘] tg;g;&fecgfmtﬁree?rf_nworks well to recover one slice of errors, but will increase the bit
posed data embedding scheme, an error-resilient video coding rate by more than 100_/0' An error t.racklng combl.ned with feed-
scheme is also presented where some redundant information, back channel method is proposed in [3] to deal with bursty errors
which is used to protect MVs and coding modes of MBs in one by sending intra-mode coded macroblocks (MBs) to stop error
Lr?é“?x s ‘;rn":e‘iged 'E;Obtl*:)ik'\gv(s(;'gg;e PhZXtJ;?:rggérV\genn grrors propagation, but the recovery speed depends on round-trip delay

ur i u y X . . .
recover the M\gs ofpthe corrupted GOB if the next frame can bey Of, the network, and in a heavy SPa“a' error propagauon case,
received correctly. Simulations show that the proposed scheme this method cannot send enough intra-mode MBs in one frame

has better performance than standard H.263 coding scheme for to stop error propagation because of the bit-rate limitation. In

transmission over error-prone channels. [1], when errors occur at the decoder, the locations of the cor-
Index Terms—Data hiding, digital watermarking, error conceal-  rupted MBs are sent to the encoder through feedback channel,
ment, video coding. and the accumulated backward motion track of affected pixels

in the following frames are stored. During the period between
the information error and the arrival of the retransmitted data,
any error concealment methods introduced in [1] can be used.
V IDEO compression algorithms such as H.263 can Cofafier the decoder receives the information of the corrupted MBs
'V press video sequences efficiently by exploiting both spgstransmitted from the encoder, the decoding process is redone
tial and temporal redundancy. However, the compressed infgs; ihe frame with error and lossless recovery is achieved using
mation is very sensitive to transmission errors and losses Ca”ﬁ‘r’éjprevious stored motion track. This method does not require
by channel impairment. Furthermore, the_ error introduced la;(e encoder to encode INTRA-mode MB to stop the error prop-
the channel may propagate to the following video frames bgsaiion byt this method still cannot provide very good perfor-
cause of inter-frame compensation used in the current V|dﬁ1 nce when the motion is highly active during the time between

coding s_tandards. The retransmission of da_maged_ frames UHWerrors occur and lossless recovery. Other techniques for error
automatic repeat request (ARQ) is not suitable in real- UMeijient video coding can be found in [4], [5]

video communication. Forward error control coding (FEC) may . o
. . The method proposed here aims at obtaining good recovery
protect the data up to certain degree but will take up some pre- L . - )
. . C péerformance by protecting important information using data
cious bandwidth resource when the bandwidth is limited. .
embedding [6]. In the proposed method, when errors occur,
Numerous methods have been proposed for error conceal- . o
L . . e video quality is better than any other error concealment
ment in video communication when some data is lost or cor-

o : : ethods because of exact motion vector (MV) recovery. In
rupted by exploiting the redundancy of the video signal [1 h(iis paper, we use H.263 video coding standard to present our

However, even sophisticated concealment cannot totally avo . ) . . . ;
P Y aVfta embedding scheme for fractional-pixel motion estimation

image degradation, and the accumulation of several small errBrs . .
. . . : ased video coding.
can also result in poor image quality. Normally, the image con-

. INTRODUCTION

In Section Il, we present a new data embedding scheme at
fractional-pel MV for video coding. The performance of the pro-
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Fig. 1. General information embedding scheme. An informatiens em- O O O —— HALF-PIXEL
bedded in the host signal. A noisen corrupts the composite signal The 6 7 8
decoder extracts the estimaiteand reconstruct signal from channel outpug. % X X

Fig. 3. Half-pixel motion prediction in H.263: The half-pixel MV is found by

Frame K Frame K+1 A i -
looking for the minimum sum of absolute difference (SAD) among the half-
A pixels 1-8 and integer pixel A.
N~ T
¢ '
-1 TABLE |
THE MOTION VECTOR CLASSIFICATION IN FIG. 3 USED FORDATA EMBEDDING,
WHERE I STANDS FOR INTEGER PIXEL LOCATION AND H FOR
HALF-PIXEL LOCATION
Fig. 2. Integer-pixel motion prediction in H.263: the block (with dashed line) Set | bibo | (dg,dy) | Pixel locations
at integer pixel A in framéy is the motion prediction of the current block (with So | 00 | I.,1) A
solid line) in framek™ + 1. Sy 1 01 | (I,H) 2,7
S, |10 | (H,D 45
S; | 11 | (H,H) 1.3.6.8

Il. DATA EMBEDDING

Many data embedding methods can be illustrated by Figalpie. in Fig. 3, the half-pel locations 1-8 and integer-pel lo-
[7]. There is & host signal in which we wish to embed some in-.»tion 4 can be classified into four sets, as shown in Table |,

formationm. The host signal could be a vector of pixel values Qnerer stands for integer pixel and for half-pixel. Then two
discrete cosine transform (DCT) c_oeff|C|ents from animage, f%'its bibo can be embedded into an MV by specifying the set
example. A data embedding functi®f(x, ) mapsx andm to S, that the MV will be in usingn = 2b; + bo. The final MV

a composite signal subject to some distortion constraint. Th%D D,) of one MB in framek is then determined by looking
composite signal is passed through a channel, whésesub- for?he Zé)est MV candidates if.. i.e.

jected to various common signal processing operations such as
lossy compression, addition of noise, and attempts to remove tlef) D,)
embedded information. The decoder reconstriki@ad extracts ¥y

informations# aftery is received. We hope thait under 15 15

m y . =m SR . Kps o ekl )

a distortion constraint betwesnandx, i.6., D(x,%) < Duax. 8 (4, djcsn, z% Z;) |5, 5) = f2 7 (e + day i+ dy)|
1= ]:

Here, we propose a novel data embedding method which is
compatible with the half-pixel based video coding standard such
as H.263. There are several data hiding methods publishedva?pr(_}re k(z,y) is pixel value at spatial locatiofx, ) in frame
video coding [8]-[10]. But these methods either can only emb% 7Y ISP . P Y
LS . . k. and(d;,d,) is MV candidates in sef,,,.
several bits in one frame or are not compatible with the vided ! . .

. . ) ; In other words, we find the MV not from the location with
coding standard. The method we propose is suboptimal in terms

) . g o .minimum SAD from half-pel locations 1-8 and integer-pEl
of H.263 video compression efficiency. However, it is very sulit- o :

. o . ut from a MV set specified by the two bits to be embedded.
able for video transmission over error-prone channels in ter

TRe residual block will be DCT transformed and gquantized as

of better error recovery. normal.

For QCIF video of resolution76 x 144, there are 99 MBs
of sizel6 x 16 in one frame, which means we can embed at

In the H.263 encoder, for every inter-mode coded MB, an imost99 x 2 = 198 bits per frame. In fact, because some MBs
teger-pixel MV is found within a search window by motion esin a frame are not coded (use MBs in the previous frame at the
timation, as illustrated in Fig. 2, where the block marked witeame spatial location), or are INTRA-mode coded, the number
dashed line at integer-pixel A in frani€ is the motion predic- of inter-mode coded MBs is less than 99. As a result, the max-
tion of the current MB marked with solid line in fram#€ + 1. imal number of bits that we can embed in a inter-frame is equal
Then half-pixel based motion estimation refinement [5] is founi two times the number of inter-mode coded MBs.
by looking for the MV(D,,, D,,) with minimal sum of absolute  The extraction of the embedded data at decoder is straight-
difference (SAD) among half-pixel locations 1-8 and A, as iforward. For an inter-mode coded MB, its MV is decoded first.
lustrated in Fig. 3. In our method, we embed two bits data Byhen the two embedded bitgby can be extracted from the
changing the half-pixel motion estimation as follows. index of the set that this MV belongs to according to Table II.

After Integer-pel motion estimation, MV candidates in H.263 The proposed data embedding scheme is very easy to imple-
can be classified into four set,,, m € {0,1,2,3} which are mentand the resulted bitstream is compatible with the half-pixel
specified by their horizontal and vertical components. For ekased video coding standards such as H.263 and MPEG-2.

1)

A. Data Embedding at Half-Pixel Motion Estimation
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TABLE 1l
MOTION VECTORPROTECTION THROUGH DATA EMBEDDING s e gma—fmme xsmra»mee ¢
OUrce OuIce
Encoder Decoder
(z,9)11 (#,9)1,2 v (zyyhn 3
(iZI, y)?,l (2}, y)?,? e (177 y)Q,ll Intra-Frame Motion-
Source Compensating
: e Decoder Predictor
& (#¥)oa (£,9)02 . (z¥)ens
Parity Code
Motion-
Compensating r
Predictor
B. Performance of Data Embedding at Fractional-Pel Motion Displacemen @)
™1 Estimator
Vector
Itis desirable to analyze how the performance of video codit.y Transmitier ' Receiver

will be affected because of data embedding at fractional-pel MMg. 4. Block diagram of a generalized hybrid coding scheme with motion-
A generalized hybrid video coding scheme is shown in Fig. dompensating prediction (MCP).

The generalized hybrid coder combines a DPCM algorithm (dif-

ferential pulse code modulation) along the motion-trajectory afe statistically independent, then the power spectral density of

the picture contents with a two-dimensional(2-D) spatial intrahe prediction erroe is given by [12]

frame encoder. The prediction val@¢akes into account a dis-

placement estimatgl,,, d,) that is obtained by motion estima- Lee(waywy) =Pas(wa, wy)
tion based on the signal Sinces is not available at the receiver, (L4 |F(ws, wy)
(d.,d,) has to be transmitted. The prediction erés encoded — 2R{F(wz, wy) P(we, wy)})

by the intra-frame source encoder that eliminates spatial redun-
dancy from signak. At the receiver, an intraframe source de-
coder generates the reconstructed prediction efrarhich dif-  where F(w,,w,) is the Fourier transform of the combined
fers frome by some quantization noise. The transmitter contaispatial filtering characteristic of the predictdR{-} denotes
a replication of the receiver in order to be able to generate ttie real part of a complex number, afgw, ,w, ) is the band-
same prediction values at the receiver. Regardless of the spdimited 2-D Fourier transform of the continuous probability
cificimplementation of the intraframe source encoder, the acadensity function (pdfp(Ad,, Ad,) of the displacement error
racy of the displacement estimate has an important influence(@sd,., Ad,)

the minimum bit rate that can be achieved by a hybrid coder for a

given distortion. In [11], the rate-distortion function for a hybrid ~ P(ws,w,) = // pla, y)e 7w/ X 3w/ Y o dy

coding scheme related to that in Fig. 4 has been presented using zY

an intraframe DCT and Max quantization [11]. Girod derived VIwe| <, |wy| <. ®)

and evaluated performance bounds for the generalized hyheig ation (4) allows us to study the influence of the displace-

coder with motion-compensating prediction (MCP) [12], [13].ent error pdf on the prediction error variance (2), which can
We first present some notation and theoretical results froga caiculated on the basis of Parseval’s relation

[12], [13]. The motion-compensated prediction error signal is R

only weakly correlated spatially [12], [14], [15]. This suggests 02 = i/ / Do (W, wy Ydwydwy . (6)

that the prediction error variance S e S

+(I>nn(wwawy)|F(wwva)|2 (4)

It is pointed in [13] that the precise shape of the displacement
o = B{e?} — E2{e} (2) error pdf has hardly_ any influence on the variance of the motion
¢ compensated prediction erref as long as the displacement
error variancer3 , does not change.
can be used to evaluate the performance of MCP. The predicFor a perfect displacement estimator that always estimates
tion signals(z,y) is obtained from the samples of the reconthe true displacement, the displacement effed,,, Ad,) is en-
structed previous framez, i), which is only available at sam- tirely due to rounding. The displacement error will be uniformly
pling location(z,, y,) € 11, wherell is the set of sampling posi- distributed betweer:(1/2)3X and+(1/2)8Y, wheres = 1
tions. We assume that the input video sig#(al, 4) has a power for integer-pel accuracy = 1/2 for half-pel accuracy, etc. For
spectral densit ., (w,, wy), and that the current frame can bea sampling grid with balanced horizontal and vertical resolution,
predicted upto some residual noiséz, y) of power spectral X = Y, the minimum displacement error variance in moving
density®,,,,(w., w,) by translating the reconstructed previougareas is
framer(z,y) by the true displacemeiftl,, d, ). If we assume ) ) )
that the noisew(x, y), the signals(z, %), and the displacement oaa =E [(Ady)” + (Ady)?]
estimation error 1 1 [eX/z peY/2

- 2 Nd,d,
X BX BY J_gx/2 —,13)//2(31j Yy
A\ [ ds d, 5X)?
(a)=(%)-(%) @ - g
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Without loss of generality, assume that the half-pel motion eAnd the displacement error variance in moving area is
timation based MV after rounding is at integer-pehs shown

in Fig. 3. The displacement err¢nd,,, Ad, ) of the proposed s :1030 n 1031 n 10%0 n 1031

data embedding scheme is due to the rounding to one of those 4 4 4 4

locations specified by the two bits to be embedded with minimal :4(/3X)2

prediction error. Assuming the bits to be embedded are i.i.d. 6

process wittp(b, = 0) = p(b, = 1) = 1/2,n = 0,1,..., =403y 12)

we analyze the variance of displacement estimation error with
data embedding in four cases under the assumption that the pvBich shows that data embedding at fractional-pel MV in-
diction distortion function monotonically increases as we mowgeases the variance of motion estimation error by four times,
away from the optimal MV location along any direction in eache., the variance of motion compensated prediction error using
of the four quadrants [11]. data embedded motion estimationgat accuracy is equivalent

1) If the two bits to be embedded are “00” with probability© the variance of motion compensated prediction error without

1/4, the MV is atA. The corresponding displacemenglata embedding &3.X motion estimation accuracy.

error variance is
I1l. A D ATA EMBEDDED VIDEO CODING SCHEME

02 = ) (8) In this section, we present an error resilient video coding
6 scheme using the proposed data embedding scheme. Now that
2) If the two bits to be embedded are “01” with probabilityV€ can émbed some number of bits in a frame, the question now
1/4, the MV is selected from locations 2 and 7 withs Whatkind of information to be embedded. How to efficiently
smaller prediction error. As mentioned above, we assurdg€ the information bits for embedding depends on the applica-
that the location with smaller prediction error is alway&0n €nvironments. In this paper, we protect the important infor-
closer to the optimal MV location than other locationsfation in video coding such as MV and coding modeser,
The displacement error is now uniformally distributed aSKip, Intra for each MB. In the H.263 encoder, each GOB has a
Ad, € [-8X/2,—-BX/2], Ad, € [-BY,—p3Y /2] U starting code for synchronization when errors occur during de-

[BY /2,8Y]. The correspondlng displacement errofoding.

variance is . . .
A. Motion Vector and Coding Modes Protection
o2 — BX/Q (@ +2)d, d, For QCIF video of sizel76 x 144, there are nine rows
oL ﬁX [3Y sy 2 J—px /2 v°) of GOB and each GOB has 11 MBs of sife x 16. In
2BX)? inter-framek, the MV (D,, D)., for each MB at location
== O (m,0),m e {1,2,...,9},1 € {1,2...,11} are differentially

Huffman coded as in the H.263 standard. The binary Huffman
3) Similarly, if the two bits to be embedded are “10” withcode for (D.,.,D,).,; is denoted as(z,y).; we call it
probability 1/4, the MV is selected from location 4 and Glifferentially Huffman coded motion vector (DHC_MV) to
with smaller prediction error. The displacement error idistinguish it from the true MV(D,, D,),,;. We add one
now uniformally distributed aad,. € [-8X, —3X/2]U  bit prefix for each DHC_MV(z, %), to indicate whether or
[8X/2,8X], Ady, € [-pY/2,8Y/2]. The corre- not this MB has MV. If an MB does not have MV, one more

sponding displacement error variance is bit is used to specify the coding mode of this MB which can
be coded in eitheBkipmode orintra-mode. The DHC_MVs
g2 /BY/2 (2 +)dod, (2,%)ms, I = 1,...,11 in GOB m are concatenated to a
o /3X /3Y ax/2J—py 2 v) bit-string, and the nine bit-strings are arranged row by row,
2BX)? as shown in Table Il. Because the lengths of bit-strings are
=5 (10)  different, the shorter rows are padded with bit zeros. The rows

of bit-strings are then modulo-2 addition coded across rows.
4) Finally, if the two bits to be embedded are “11” with probThe generated parity bit-string will be embedded in the MVs of
ability 1/4, the MV is selected from location 1, 3, 6, and 8nter-mode coded MBs in the following frante+ 1. The MVs
with minimal prediction error. The displacement error ifn framek -+ 1 will undergo the same data embedding process
now uniformally distributed add, € [-8X,—5X/2]U as framek does, and so on. It should be noted that the number
[8X/2,8X], Ad, € [-8Y,—pY /21U [BY/2,5Y]. The of bits which can be embedded in a frame is dynamic and is
corresponding displacement error variance is determined by the number of inter-mode coded MBs in each
frame. In case that the number of bits to be embedded is more

o2 — 1 / (@ + y2)dod, than the number of bits one frame can embed, we just drop
1 Tax /3Y sx/2 Javye v°) the additional parity bits because of consistency requirement
7(8X)? for data embedding in consecutive frames, i.e., parity bits for

== (11)  framek can only be embedded in franiet+ 1 because parity
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bits for framek + 1 need to be embedded in frarket+ 2 and TABLE Il

R : PROBABILITY OF USING THE PROPOSEDERROR CONCEALMENT SCHEME
so on. In most cases, the_panty code can be gmbed_ded in onE WITH DATA EMBEDDING WHEN ERRORSOCCUR
frame completely which will be shown in later simulations.

peog | D=1D=2[D=5][D=10

B. Error Detection 0.01 | 0.8772 | 0.9501 | 0.9567 | 0.9567
. . 0.05 | 0.5089 | 0.6608 | 0.7237 | 0.7254

Before any error-concealment technique can be applied at the 010 105450 1 0.3399 103965 | 0.4000
decoder, it is necessary to find out whether and where a trans- 0.20 | 0.0468 | 0.0610 | 0.0669 | 0.0671

mission error has occurred. The techniques developed for this
purpose can be divided into two categories: (a) those perfom}ﬁqramekJr 1 after framek-+1 is decoded. Then the DHC_MVs

2;gzr[slpiort coder/decoder and (b) those performed at video gF the corrupted GOBn can be recovered by modulo-2 addi-

One way to perform error detection at the transport coder is ion using the extracted parity code and the correctly received

, i P

adding header information. For example, in packet-based vi qu—MVS n GOB’%" j # m,andj € {1,2,...,9} (see
o . . .. Table ), but the residual datg* of the corrupted GOB cannot

transmission, the output of the video encoder is packetized into

: . . 'Ibne recovered. Now the video decoding process is as follows.

packets, each of which contains a header and payload field. The ) .
header contains a sequence number field that is consecutive for) Ifthe MV of an MB can be recovered, the video decoding
sequentially transmitted packets. At the transport decoder, the ~Process becomes
seqtrj]er;cfe numbe(; can be usedhfor packet-lolss detection. Another f(k) =CLP[MCy(f(k — 1)) + #(k)] (14)
method for error detection at the transport layer is to use FEC. 2 2
In this method, error-correction encoding is applied to segments Sk +1) =CLPMOCy 11 (f(F)) +r(k+1)]  (15)
of the output bitstream of the encoder. At the decoder, error-  wherei(k) = 7, — 71 is the residual data of framiein
correction decoding is employed to detect and possibly correct  which the area corresponding to the G@Bis replaced
some errors. by zero.f (k) is the reconstructed framieusing data em-

To accomplish error detection at the video decoder, charac-  bedding scheme.
teristics of natural video signals have also been exploited. For2) If the corrupted MB is coded imtra mode, spatial error
H.263 coding standard, the set of error detection conditions in-  concealment techniques as proposed in [17], [18] can be
cludes the following. used.

1) Aninvalid codeword for MB address increment, MBtype, 3) If the corrupted MB is coded iSkipmode, the current

coded block pattern, motion code, or DCT coefficients is block is recovered by simply copying the MB at the same

found. spatial location in the previous reconstructed frame.
2) The total number of decoded DCT coefficients within a It can be noted that by embedding the MV and coding
block is larger than 64. mode information, the error concealment at decoder will
3) The total number of decoded MBs within a GOB/slice is have more useful information such as MV and coding
not equal to the expected number of MBs within a slice. mode than conventional video coding schemes.
Details about error detection techniques can be found in [1] and Ingeneral, assuming at most one GOB data s corrupted
[16]. in one frame and the round-trip delay between the encoder
and decoder i) frame intervals (we assume no other
C. Error Concealment Using Embedded Information errors occur during this period for simplicity), the error

If there is no error, the decoder just works as a standard H.263 ~ recovery scheme works as follows.
decoder since the bitstream is compatible with H.263 standard. a) When errors occur at GOR, m € {1,2,...,9}in

The decoding process at decoder in error free case can be de- frame k, the decoder sends a negative acknowledg-
scribed as ment (NACK) message to encoder with the location
m of the damaged GOB. The Huffman codes of those
f(k) = CLP[MCy(f(k — 1)) + r(k)] (13) MVsin GOBj, j # m,j € {1,2,...,9} are ar-
ranged row by row, as described in Section IlI-A.
where b) The parity code of the DHC_MVs in framiecan be
JiG3) reconstructed framé at the decoder; extracted from the MVs in frame+ 1 using the pro-
CLP(-) clipping function which operates after summation posed data embedding scheme after frame 1 is
of prediction and reconstructed prediction errors decoded. Then the DHC_MVs of the corrupted GOB
on resulting pixel values to keep them between 0 m can be recovered using the parity code and other
and 255; correctly received DHC_MVs by modulo-2 addition.
MC(-) motion compensation operation based on frame Then the MVs in framé: can be Huffman decoded.
k — 1 using MVs of framek; ¢) The motion compensation proceeds as in (14) and (15)
r(k) residual data of framé. except that the residual data of the corrupted GOBs
IfoneGOB;}', m € {1,2,...,9} inframek is corrupted, the 7t is replaced by zero, the reconstructed frames are

parity code of DHC_MVs in framé can be extracted from MVs fn)y,n=kk+1,....k+D—1.
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Fig. 7. PSNR comparison of video transmission over error-prone channels for
Foreman (a) pcos = 0.01, (b) pcos = 0.05, (¢) paos = 0.10.

If INTRA-mode updating method is used as in [3], then the
error propagation will be fully stopped when the frame- D
arrives. If retransmission of residual data method is used, the

s L MVs and the residual data in the affected areas from frame
0 L . to framek + D — 1 have to be stored at the decoder. After the
residual data}* of the corrupted GOB in framk arrives with
Fig. 6. PSNR comparison of video coding with and without data embeddiftamek + D, the framek can be losslessly recovered using (13),
for Foreman and the accumulated motion compensations are re-proceeded

L L L L
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Fig. 8. PSNR comparison of video coding with and without data embedding
for Miss America
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within the affected area to get the losslessly recovered frame sef
fn),n=kk+1,...,k+ D — 1. The losslessly recovered
frame f(k+ D — 1) is used to reconstruct framk + D), and
the error propagation is fully stopped. sl
If more than one GOBs are corrupted in one frame, the pro-
posed MV recovery using embedding cannot be employed be-
cause of the limited embedding capacity. It is desirable to inves-
tigate that how possible the proposed error concealment scheme

PSNR(dB}

can be used in practical situations. Assume that the GOBs go e
through a memoryless lossy channel with GOB error proba- Famethmber
bility pcog, and the decoder has a buffer bf frames. We (b)

study the possibility”(EB|Error) of using the proposed error
concealment scheme with embedding when errors occur in an
inter-frame. The probability that errors occur in any fraine

is 1 — (1 — paos)® for QCIF. To use the proposed scheme,
there has to be one franle! = k£ + 1,...,k + D received sr
without error, and each of the framés. ..,I — 1 has only one
GOB error. The probability of no GOB error in one frame is
po = (1 — paos)®, the probability of one GOB error in one wof
frame isp1 = (})pcos(1l — pcon)®. We can verify that

Paop=0-10.0=1

-8~ NoEB-Conceal
— EB-Conceal

PSNR(dB)

2 pipo
P(EB|Error) = —=<4=L 217 16 s
(EB| ) T pp—r (16)
Table Il lists the values of’(EB|Error) for several combina- T T e T ®
tion of pgop and frame buffer sizé. It can be observed that (c)

the proposed scheme is more effective when the probability of
GOB error is lower than 10% and the frame buffer size larger
than two does not help too much. Fig. 9. PSNR comparison of video transmission over error-prone channels for
Miss America(a)pGOB = 0.01; (b)p(,*OB = 0.05; and (C)p(,*oB = 0.10.

IV. SIMULATIONS

The simulations have been done using the base-mode H.268 be seen that in most situations the parity bits can be totally
on QCIF sequencé3ar phongForeman andMiss Americghat embedded in the next frame.
are coded at 10 frames per second with bit-rate 48 kb/s. In thdn the simulations, we use a memoryless lossy channel
simulation, no ARQ or INTRA-mode updating method is usedhere each GOB has lossy probabilityos. The average peak
for clarity. signal-to-noise ratio (PSNR) of 50 runs is used for comparison.
Fig. 5 shows the number of bits that can be embedded ver$ies video coding without data embedding, the MVs of the
the actual number of parity bits embedded in the inter-frameschirrupted GOB are simply replaced by the MVs of MBs above
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Foremanat different number of frame buffdp = 1,2, 5. - T
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the damaged GOB for error concealment. In Fig. 6, the lunfiig. 11. Comparison between (a) video coding without data embedding and
nance PSNR of video coding foremanwithout embedding "% er o, 1426 codng i das embeddig and o rtor ¢ M recovery
(denoted as “NoEB”) is about 1 dB better than data embeddis@B. The third GOB is totally corrupted at frame 27.

scheme (denoted as “EB”) for noiseless channel. Fig. 7 shows
the PSNR of decoded video after the video bitstreams are
transmitted through memoryless lossy channel withyg =
0.01,0.05,0.10, respectively. In all three cases, the number of
frame buffer for error concealment I3 = 1. It can be noted

that the error concealment using proposed data embedding has
better performance than conventional concealment schemes
without embedding whepgop = 0.01 and 0.05. However,
when thepgos = 0.10, the proposed scheme has no obvious
advantages and the error propagation effects dominate the per-
formance rather than data embedding. The performance is also
compared foiMiss America as shown in Fig. 8 for noiseless 2 DATA EMEEDDING
channel and in Fig. 9 for error-prone channels. In Fig. 9(a), the
advantage of using data embedding for error concealment is
not obvious in the first 20 frames because the motion activity is
low. But when the error propagation continues, the simulations
show that the loss of residual block data has less significant
effect on error propagation than the loss of MV does for both
sequences with different motion activity. We also studied the
performance of proposed error concealment scheme at different
number of frame buffeD = 1,2, 5, as shown in Fig. 10 using
Foreman The results verify that it does not help the proposed
scheme too much to have more frame buffers at decoder, which
follows the numerical analysis in (16) and Table Ill. In Fig. 11gig. 12. Eror propagation effects at six frames after errors occur. The
the third GOB at frame 27 o€ar Phoneis corrupted. The comparison between (a) MV recovery using data embedding and (b) MV
image qualities are compared under four cases:(a) video codffigjnation from MVs above the damaged GOB.

without data embedding and no error, (b) video coding with

embedding and no error, (c) MV recovery using data embeakctive motion area. Fig. 12 shows the error propagation effect
ding, and (d) MVs of the corrupted GOB are simply replaceat frame 32 which is six frames after the errors occur. When
by the MVs of MBs above the damaged GOB. The visuaising the data embedding method proposed here, the MVs are
quality difference between (a) and (b) is not distinguishab&xactly recovered and the error propagation because of the
by human visual system. Even though more advanced Mbass of the residual data of the corrupted GOB is not serious,
estimation techniques might be used in case (d), the exadtich we can see from Fig. 12(a) that the image quality is still
MV recovery using data embedding in case (c) will alwayacceptable. However, the image quality of Fig. 12(b) which
be better than MV estimation in case (d), especially in highlyses MV estimation has obvious spatial error propagation.

i MV ESTIMATION



SONG AND LIU: DATA EMBEDDED VIDEO CODING SCHEME 423
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proposed data embedding scheme, we also presented an error
resilient video coding method to deal with error propagation of

video transmission over error-prone channels. Even though "
data embedded video coding scheme has lower coding per
mance compared with video coding without data embeddir
simulations show that the proposed method provides bet
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