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Abstract—Although cognitive radio technology improves ef-
ficiency of spectrum utilization, primary users usually do not
gain from opening up the spectrum in the opportunistic spec-
trum access, and sometimes even suffer from collisions due to
secondary users’ imperfect spectrum sensing. However, in this
paper, we show that if information secrecy is a concern, primary
users could actually be better off by allowing secondary users to
cooperatively share the spectrum. Specifically, we propose a new
cooperation paradigm in cognitive radio networks that primary
users improve secrecy with the help of trustworthy secondary
users, in the presence of an intelligent and passive eavesdropper
attempting to decode primary users’ messages. After deriving
the achievable pair of primary users’ secrecy rate and secondary
users’ transmission rate under various circumstances, we model
the interaction between primary users and secondary users as
a Stackelberg game in which transmission power levels are the
key to maximize data rates. Moreover, based on a 2-D represen-
tation of how achievable rates depend on power-level regions, we
apply equilibrium analysis to understand the optimal strategy
of primary and secondary users. Finally, simulation results are
presented to verify the performance.

Index Terms—Cognitive radio, equilibrium analysis, informa-
tion-theoretic secrecy, protection against eavesdropping, Stackel-
berg game.

I. INTRODUCTION

A S demand for spectrum resources has kept growing dra-
matically during the last decades, cognitive radio tech-

nology [1] has become a promising way to increase the effi-
ciency of spectrum utilization and has received intensive re-
search interest. In a cognitive radio network, unlicensed users
(secondary users) are allowed to access licensed bands on a
noninterference or limited-interference basis to legacy spectrum
holders (primary users). The first class of prototypes is the op-
portunistic spectrum access, where secondary users sense the
environment for primary users’ usage of the spectrum bands,
and exploit the spectrum opportunity, also known as the “white
spaces,” when primary users are absent, e.g., [2], [3]. Spectrum
trading models represent another class of cognitive radio net-
works involving cooperation between primary users and sec-
ondary users: primary users trade their temporarily unused spec-
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trum for monetary gains, while secondary users pay for short-
term spectrum rights to transmit their own messages. The trade
is accomplished through market mechanisms and auctions, e.g.,
[4], [5].
In recent years, security issues in cognitive radio networks

have received growing attention. For example, a malicious user
might prevent secondary users from accessing the spectrum by
mimicking a primary user, and defense strategies against this
“primary user emulation attack” was investigated in [6]. In [7],
denial-of-service attacks were considered and potential protec-
tion remedies were discussed. In [8], another kind of malicious
behavior was considered where the attacker injected interfer-
ence to jam the communication of secondary users. Although
most works focused on attacks targeted at secondary users, in
this paper, we consider one kind of security threats to primary
users: a passive but intelligent eavesdropper [9] who knows
all channel state information (CSI) and codebooks. This ma-
licious attacker eavesdrops upon the communications of pri-
mary users and attempts to decode some confidential messages.
In face of security threats, primary users may seek help from
trustworthy secondary users, if such cooperation could poten-
tially improve the secrecy level; in return, secondary users are
granted spectrum opportunities for their own transmission. In
order to know the maximal data rate that can be adopted by pri-
mary users without leaking any confidential information to the
eavesdropper, we will investigate the information-theoretic se-
crecy [10] in this cooperative cognitive radio network with an
eavesdropper.
The concept of information-theoretic secrecy dates back to

Wyner’s seminal paper [10]. In that work, the secrecy capacity
of a wiretap channel was studied, where a single source-des-
tination communication was eavesdropped on via a degraded
channel, that is, when the eavesdropper observed a degraded
version of the signal received by the intended receiver. Later,
this formulation was generalized to nondegraded broadcast
channels with confidential information in [11], and Gaussian
wiretap channels were completely understood in [12]. As-
sume the transmitter encoded a confidential message into a
codeword for broadcasting, and the intended receiver and
the eavesdropper received noisy versions and , respec-
tively. The level of ignorance that the eavesdropper had with
respect to given observation , i.e., the conditional entropy

, was defined as the equivocation rate. When the
equivocation rate was (asymptotically) equal to the information
rate of the message , the eavesdropper hardly knew anything
about the message, and this was known as perfect secrecy. Just
like the definition of channel capacity, a rate was achievable
if there existed a coding scheme guaranteeing an arbitrarily
small error probability for sufficiently long codewords, and the
secrecy capacitywas the maximum achievable rate with perfect
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secrecy. For Gaussian wiretap channels, the secrecy capacity
was the difference of mutual information of two channels, i.e.,

, and stochastic encoding
could achieve perfect secrecy [12].
Building on these fundamental ideas, information-theoretic

secrecy has gained a renewed research interest in recent years,
thanks to fast developing wireless communications technolo-
gies. The secrecy capacity of fading channels was investigated
in [13], when either full CSI or only the CSI of the intended
receiver was available. In [14], secrecy capacity was studied
for a particular multiple-input multiple-output (MIMO) system
convertible to degraded channels. The authors in [15] modeled
the secrecy of a deterministic interference channel into a non-
cooperative game, in which two users competed for higher se-
crecy rates by choosing proper message-encoding strategies. In
[16], the scenario was formed as a zero-sum game by mod-
eling the environment as the opponent player, and information
secrecy was studied under different assumptions about avail-
able channel state information. Information secrecy in coopera-
tive communication systems was analyzed in [17], where relay
nodes helped secure communications between source and des-
tination.
Recent advancement has suggested that the secret commu-

nication may benefit from coordinated external “interference”
generated by other transmitters, for example, in [9], [18], and
[19], the secrecy rate was shown to increase by introducing in-
terference in one form or another, e.g., noise or random codes.
However, these schemes are not ready to directly apply to cogni-
tive radio networks, because the special features have not been
taken into consideration. First, primary users are prioritized in a
cognitive radio network, because they own the spectrum band.
Second, we cannot assume primary users and secondary users
cooperate unconditionally with each other, since they have their
own interests.
Therefore, in this paper, we study the information-theoretic

secrecy in a cognitive radio network. We model and analyze the
achievable secrecy for a primary user, when secondary users po-
tentially help to defeat eavesdropping while acquiring spectrum
opportunities. Moreover, we propose a game-theoretic frame-
work to understand how primary and secondary users optimize
their transmission power for higher data rates, and discuss the
Nash equilibrium for this information secrecy game. Contribu-
tions of the paper are summarized as follows.
First, this paper suggests a new cooperative paradigm for

cognitive radio networks, where cooperative simultaneous
transmissions yield mutual benefits in the presence of an
eavesdropper. In traditional opportunistic spectrum access,
primary users in general do not benefit from opening up the
spectrum, and sometimes their performance may degrade due
to occasional collisions caused by secondary users’ imperfect
spectrum sensing. Spectrum trading mechanisms do award
primary users monetary profits, but primary users have to
give up short-term spectrum rights. However, when infor-
mation secrecy is a concern, primary users may benefit from
simultaneous transmissions of secondary users to increase the
secrecy rate, and meanwhile secondary users also benefit from
transmitting their own data. This lays the foundation of mutual
cooperation.

Second, the primary user’s secrecy is analyzed using the
information-theoretic approach. Information theory has been
applied to study cognitive radio networks, for example, see
[20] and references therein. Our work extends [9] to the cog-
nitive radio network scenario where secondary users serve as
the helper; however, different from [9] in which the helper
simply transmits interfering coded signals bearing no useful
information and [21] in which the helper sends out white noise
sequences, in our work, secondary users do transmit mean-
ingful messages for their receivers to decode. This constitutes
an interference channel similar to [15] to some extent, but the
roles of primary users and secondary users are asymmetric.
Third, we describe a procedure of cooperation where the pri-

mary user has the upper hand, and model the interaction be-
tween primary users and secondary users as a Stackelberg game
[22]. Since in cognitive radio networks primary users and sec-
ondary users usually do not belong to the same authority or serve
a common goal, it is reasonable to assume they are selfish in na-
ture; hence, game theory has been widely applied as a flexible
and proper tool to model, study, and analyze their behavior [23].
In the proposed game, the players choose power levels to maxi-
mize their payoffs, and we further show that payoff functions are
piece-wise defined so that the equilibrium can be easily found
through a piece-by-piece search.
The remainder of this paper is organized as follows. In

Section II, the system model is described. In Section III, the
achievable secrecy rate for the primary user and the information
rate for the secondary user are derived for fixed power levels.
The interaction between the primary user and the secondary
user is modeled as a game in Section IV, followed by Section V
which presents some simulation results. Section VI concludes
the paper.

II. SYSTEM MODELS

In this paper, we consider a cognitive radio network con-
sisting of a primary user, a trustworthy secondary user, and
an eavesdropping malicious user who attempts to decode the
primary user’s message, as shown in Fig. 1. The primary
user wants to transmit some confidential messages from
the transmitter to the receiver. The secondary user also
wants to transmit some messages from the transmitter to the
receiver, but since he/she does not own the spectrum band,
the transmission has to be approved by when is active.
The malicious user , attempting to decode ’s message, is a
passive eavesdropper with only a receiver. We further assume
the malicious user is intelligent, in the sense that knows ’s
and ’s codebooks and all the CSI. We focus on the simple case
where each transmitter and receiver is equipped with a single
antenna. In this paper, we assume channels are slow fading, and
hence users cannot take advantage of fast channel variations
like [13] and [24].
When and simultaneously transmit signals, denoted by
and at time , their receivers receive the superposition

of signals from two transmitters, i.e.,

(1)
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Fig. 1. Model of a cognitive radio network with an eavesdropper.

This can be viewed essentially as an interference channel [25],
where (or ) is the direct channel gain from ’s (or ’s)
transmitter to the intended receiver, is the cross channel
gain from ’s transmitter to ’s receiver, is from ’s trans-
mitter to ’s receiver, and (or ) is the additive white
Gaussian noise at ’s (or ’s) receiver. Similarly, the malicious
user receives

(2)

where (or ) is the channel gain from ’s (or ’s)
transmitter to the eavesdropping receiver, and is the
Gaussian noise, too. For convenience, we assume all noises
have unit variances, i.e., , , . In ad-
dition, we define , , ,

, , and .
The primary user encodes a confidential message

into a -length block codeword
with a rate , and the secondary user encodes a mes-
sage ( is independent of ) into

with a rate . The size of codebook
is , and the size of is . Both transmitters are

power constrained, i.e.,

(3)

The primary user tries to recover from observation, and
the secondary user tries to recover ; an error is declared if
recovered messages differ from original messages,
or . A joint encoding and decoding scheme of rate
pair is desired such that can be made arbitrarily
close to the equivocation rate and the average
error probability can be made arbitrarily small, as long as is
sufficiently large. The achievable rate pair depends
on power levels and .
When the secondary user is absent, the scenario reduces to the

classical Gaussian wiretap channel [12], the secrecy capacity of
which is known as

(4)

where and . Note
that the secrecy capacity is positive only if the eavesdropping
channel has poorer quality, i.e., . With the help of
a secondary user, the primary user may have a higher secrecy

rate, which provides the incentive to share the spectrum band
with the secondary user. The secondary user, on the other hand,
is willing to join in cooperation because he/she needs such a
spectrum opportunity to transmit his/her own data streams. This
lays the incentive foundation of cooperation.
The potential cooperation can be established in the following

procedure. The primary user first announces the power level ,
and the secondary user responds by announcing his/her transmit
power level . Since the secrecy rate is guaranteed
without the secondary user’s help, the primary user agrees to
cooperate only when a higher secrecy rate is achievable. In this
case, both users exchange necessary information (e.g., code-
books) and begin cooperative transmissions. Otherwise, the pri-
mary user rejects cooperation, and the secondary user is for-
bidden to use the spectrum band.
Since both users want to maximize rates of data transmission

but the primary user has secrecy concerns, the primary user aims
at maximizing the information secrecy rate and the sec-
ondary user aims at maximizingmerely the information rate .
Moreover, because both users are able to manipulate transmit
power levels for higher payoffs, this scenario forms a game
where and are players, and
are their actions, and achievable rates are their payoffs which
depend on actions. We call it an information secrecy game, and
will analyze it later.

III. OPTIMAL RATES UNDER FIXED POWER

In this section, we derive the achievable rate pair
for fixed power levels . We first describe the nonse-
crecy achievable rate region, and then show that the achievable
secrecy rate is the difference between Pareto frontiers of two
rate regions. Dividing the whole problem into four cases based
on relative channel strengths, we further derive the specific ex-
pression for the optimal rate pair for each case under various
conditions.

A. Achievable Rate Pairs

We first consider the interference channel without secrecy
concerns. Note that the primary user can transmit with a higher
rate because the secrecy is not taken into account for the
moment. The primary user receives the superposition of two
transmitted signals, and is only interested in recovering his/her
ownmessages. Because the primary user and the secondary user
cooperate with each other and share their codebooks, the pri-
mary user can apply a joint decoding to obtain both users’ mes-
sages, and then simply ignores the secondary user’s message.
This constitutes a multiple-access channel (MAC) [25], and the
well-known capacity region is

(5)

where . When a rate is too high
to decode, the primary user can still attempt to decode by
treating the secondary user’s signal as noise. The achievable rate
region for this separate decoding (SD) is

(6)
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In sum, as long as the rate pair falls into either region, the pri-
mary user is able to recover the message of interest.
Similar arguments apply to the secondary user, and the two

regions are written as

(7)

with , and

(8)

Therefore, for any rate pair inside the region

(9)

both users are able to recover their own messages by either joint
decoding or separate decoding.
Although the achievable rate region (9) is identical to the ca-

pacity region when and [26], it is worth
pointing out that in general it is by no means the capacity of the
interference channel which is still an open problem, and even
not the best achievable rate region known to date. However, (9)
can be achievable by simple encoding and decoding operations.
A straightforward enlargement of a nonconvex rate region to its
convex closure can be done by time sharing, but as shown later,
time sharing will not help when secrecy is considered. Going
beyond time sharing requires much more sophisticated coding
methods such as the HK scheme [26], and hence we will focus
on the principal achievable region (9) in this paper.
From the eavesdropper’s point of view, who is only interested

in the primary user’s message, the decodable rate pair also has
to fall into either the MAC region

(10)

where , or the separate decoding
region

(11)

In other words, correctly decoding messages with a rate pair
outside the two regions is beyond the eavesdropper’s capability.
Theorem 1: The rate pair is achievable if there

exist rates such that

(12)

Proof: The proof follows [9]. To achieve a rate pair
, both the primary user and the secondary user em-

ploy independent Gaussian random coding. Specifically, the
secondary user uses a codebook with size ; the primary
user generates codewords and randomly groups them
into bins. Each bin, associated with a unique confidential

message , contains code-
words, and given a message , one of the codewords will
be randomly selected from the corresponding bin. Recall that

is the rate region that ensures both the primary user
and the secondary user to decode their own messages correctly.
For example, the primary user knows which exact codeword
has been transmitted, and recovers the message from the index
of the bin which the codeword falls into. Moreover, the third
condition in (12) implies that deciding which codeword in the
bin (the dummy information has a rate of ) is already
beyond the eavesdropper’s capability, let alone the bin index
that actually conveys real messages. Therefore, the primary
user achieves a secrecy rate while the secondary user can
transmit with the rate .
Note that the achievable rate pairs given by Theorem 1 are not

unique in general, and we need to find the “optimal” one from all
candidates. Because the primary user has higher priority than the
secondary user, it is reasonable to satisfy the primary user first.
Denote the set of all achievable rate pairs satisfying constraints
(12) as , and the optimal secrecy rate of the primary user
can be found as

(13)

Given for the primary user, the secondary user achieves the
rate

(14)

The following proposition justifies our approach that excludes
time sharing in the achievability scheme.
Proposition 1: Allowing time sharing in primary–secondary

cooperation cannot help to improve the optimal rate pair
.

Proof: See Appendix A.

B. Pareto Frontiers

Given a rate , maximizing means maximizing the dif-
ference between and according to
(12). It requires moving upwards to the Pareto frontier of
the region and moving downwards to approach
the frontier of . As a result, when the rate re-
gion is plotted in an – plane ( is the -axis), can
be viewed as the maximum vertical difference between these
two frontiers, i.e., , and

(15)

where denotes the frontier of , and

denotes the frontier of .
It is easy to characterize as a function of

if

if

if

(16)
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Fig. 2. Illustration of Pareto frontiers and the achievable secrecy rate.

which is a linear function with in the central
segment, and keeps constant elsewhere. We use to denote
the right derivative of throughout the paper. Similarly, the

frontier of is

if

if

if

(17)

and the frontier of is

if

if

if .
(18)

Since is the intersection of the two regions,
equals , and its domain can be limited
to because when .
It is easy to see that is a nonincreasing function with

or except discontinuous points; however, its
specific form depends heavily on the channel conditions, and
we discuss four cases according to relative channel strengths:

Case A) and (strong interference);
Case B) and ( in a better position);
Case C) and ( in a better position);
Case D) and (weak interference).

Fig. 2 illustrates the secrecy rate by an example of Case
A, where the frontiers , , , and

are plotted. The shaded regions are and

. Then, the gap between the two Pareto
frontiers in bold lines is the secrecy rate achievable by sto-
chastic coding.
Proposition 2: The frontier of the cooperative rate region

defined on the interval is specified for all
four cases as follows:

if
if .

if

if

if

if

if

if

if

if

if

if

if

.

The segments that may be missing under certain condi-
tions are marked by “ ”. For all cases, is a
nonincreasing function of , and is contin-
uous within the interval except a discon-
tinuous point at in Case B
and possibly Case D (when or

).
Proof: See Appendix B.

C. Optimal Rate Pair

Recall that the primary user reserves the right not to coop-
erate with the secondary user unless cooperation yields a higher
secrecy rate than the bottom line given in (4). Therefore, the
overall achievable rate pair is

if
otherwise

(19)

which is always bounded below by . We could relax the
definition of without affecting rates , e.g., by re-
moving the nonnegative constraint. Slightly abusing the nota-
tions, we keep using the same notations after relaxation.
Proposition 3: Relaxing the definition of in (15) to

will not affect ,
where inherits from except extending the
line segment to the entire range .
Then, the optimal rate pair defined in (13)

and (14) is given by and

, where the auxiliary variable
is

otherwise

with condition being that is discontinuous at
and . Further-

more, differs from only when and
.

Proof: See Appendix C.
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To sum up, is first calculated from Proposi-
tion 3. If , the primary user does not bother to
cooperate, receiving a bottom line secrecy rate ; oth-
erwise, the primary user has the incentive to cooperate,
stochastically encoding using the scheme in Theorem 1 with

, and allowing the sec-
ondary user to transmit with the rate .
To obtain a more specific expression of , we need

more subcases and branches within each case to deal with con-
ditions in Proposition 3 and loose expressions like in
Proposition 2. The results are summarized in Theorem 2. For
conciseness, we define the following terms for common use:

(20)

Theorem 2: The rate pair takes one simple closed-
form expression from the candidate list, i.e., (21) to (43) in what
follows, depending on the channel gains and power levels.

Proof: It follows Proposition 3 straightforwardly by
dealing with different conditions, and hence we omit the de-
tailed proofs.

Case A)
Subcase A1) When and

.
If ,

(21)

If ,

(22)

Subcase A2) When and
.

If ,

(23)

If ,

(24)

Subcase A3) When and
.

If ,

(25)

If ,

(26)

Case B)
Subcase B1)When .
If ,

(27)

If ,

(28)

Subcase B2)When .
If ,

(29)

If ,

(30)

Case C)
Subcase C1)When .
If and ,

(31)

If and ,

(32)

If ,

(33)

If ,

(34)

Subcase C2)When .
If and , the
same as (31).
If and , the
same as (32).
If and

,

(35)
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If and
,

(36)

Case D) ,
Subcase D1) When and

.
If and ,

(37)

If and ,

(38)

If and ,

(39)

If and ,

(40)

Subcase D2) When and

If , the same as (37).
If ,
the same as (38).
If ,

(41)

Subcase D3) When and
.

If and , the
same as (37).
If and , the
same as (38).
If and

,

(42)

If and
,

(43)

To sum up, takes one of the six candidate forms
depending on the cases and subcases. Let us take

a closer look at these candidate forms. is
the critical rate that the malicious user could decode the sec-
ondary user’s message in the ideal case; in general, transmitting
a higher rate than does not bring further difficulty to the
eavesdropper’s decoding, but instead affects the primary user’s
achievable rate. is the highest possible rate
for the secondary user, beyond which no message would be de-
codable even with perfect interference cancellation. corre-
sponds to condition (C1) in Proposition 3. The rest forms corre-
spond to the situation where there are multiple ’s that attains
, and thus the maximum is selected as according to

(14), although the specific form varies case by case. is the

Fig. 3. Illustration of rate-pair regions on the – plane for Case A.

difference of decodable rates of the primary user and the eaves-
dropper, i.e., according to Proposition 3.
Therefore, it takes the form of rate differences, i.e., one of the
possible forms depending on the spe-
cific condition.

IV. INFORMATION SECRECY GAME

We have derived achievable in Section III given
fixed power levels and . However, both users have the
freedom to select their power under the power constraint

and , and they have the incentive to
manipulate power levels for a higher rate. We write down the
achievable rates as functions of power levels, e.g.,
and , to emphasize the dependence.
In this section, we first demonstrate how rate pairs depend

on power levels through a 2-D plane representation. Then, we
model the cooperation between the primary user and the sec-
ondary user as a Stackelberg game, and discuss the game equi-
librium in light of the 2-D representation. Finally, we extend the
game to the multiuser case.

A. 2-D Representation

The payoff is closely related to
whose expressions seem rather

involved in Theorem 2, because of numerous cases, sub-
cases, and additional branches. Although varying power levels
will not change which case it belongs to (cases are divided
purely by the CSI), different power combinations may activate
different subcases and/or branches. To circumvent the diffi-
culty, we “translate” the conditions of subcases and branches
into the regions on a – plane, and visually show how

depends on power levels. Dis-
cussing the equilibrium on this 2-D plane is much easier.
For Case A, the – plane is divided into regions of dif-

ferent rate expressions, as shown in Fig. 3, where the left one
corresponds to the scenario , and the right one is for

. The equations of rate pair associated with each re-
gion are: ; ; ; ;

; . We use circled numbers to denote the regions.
The boundaries in the left figure are
(between and ), (between
and ), and (between
and ). Two additional boundaries can be found in the right
figure, (between and ) and

(between
and ).
Fig. 4 shows the regions for Case B. The left figure holds

when , and the right one
holds otherwise. The corresponding equations for each region
are: ; ; ; . The
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Fig. 4. Illustration of rate-pair regions on the – plane for Case B.

Fig. 5. Illustration of rate-pair regions on the – plane for Case C.

Fig. 6. Illustration of rate-pair regions on the – plane for Case D.

boundaries are (between
and , or between and ),

(between and ), and (between
and ). Note that under certain conditions some regions

may not exist and the corresponding boundaries are invalid (e.g.,
negative or infinity), and we mark such regions with a “ ” in the
figure.
Case C is illustrated in Fig. 5, where the mappings are
; ; when or (34)

when ; ; . When ,
the left figure applies, with the boundary

. Otherwise, the right figure applies, with the boundary
, but when

, the boundary is invalid and the entire plane is a single
region. The boundary between and , when existing, is

.
Finally, the regions for Case D are presented in Fig. 6 with

corresponding equations: ; ; ;
; ; ; . The left figure

corresponds to whereas the right one corresponds
to . The boundaries are:
(between and ), and

(between and ),
(between and ),

(between and ),
(between and ),

(between and ),
(between and ).

B. Stackelberg Game

Recall that in the cooperation procedure, the primary user
announces first, the secondary user responds with , and
finally the primary user decides whether to cooperate. This can
be modeled as a Stackelberg gamewith two players: the primary
user is the leader, while the secondary user is the follower. Their

payoffs are the secrecy rate and the information rate
, respectively, which depend on their actions and

. To understand the interaction between users, we discuss the
Nash equilibrium of this information secrecy game based on the
2-D representation.
For a given , a horizontal line segment can be drawn on the
– plane with , which may remain in a single

region or cross several regions. Depending on which regions
have been passed through, and may
be piece-wise defined functions. The optimal power level is
a function of

(44)

The constraint comes from that
only when the primary user is willing to cooperate. Predicting
that the secondary user will choose the optimal power
for an announced power level , the primary user is able to
maximize the payoff by announce the power level such that
his/her own secrecy rate is maximized.
Searching for the maximum can be done piece by piece, and

some monotonic properties are given in Propositions 4 and 5,
with denoting that and have the same sign.
Proposition 4: With fixed, the signs of first-order par-

tial derivatives are as follows: for all
, , and

All the above functions are monotonic when is given. The
rest functions share the same quadratic form, for

where , ,
, , and the parameter is as

follows: for , for , and
for .

Proof: All can be proved through basic calculations and
first-order derivatives, and we omit the details.
Proposition 5: With fixed, is a strictly in-

creasing function with regard to .
Proof: See Appendix D.

Theorem 3: The power levels are the Nash
equilibrium of the proposed game, where

(45)

and

(46)
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Proof: Using the property in Proposition 5, the optimiza-
tion problem (44) reduces to an equivalent but simpler form, i.e.,
(45). Then, with the secondary user’s best response known, the
primary user chooses the optimal power level such that (46) is
maximized. Therefore, forms the Nash equilib-
rium of this Stackelberg game.
In a cognitive radio network, usually there are more than

one secondary users. Intuitively, when there are more secondary
users in the network, it is more likely that the primary user
could find a secondary user in a good location to cooperate with,
and hence the secrecy rate may increase. In this case, the pri-
mary user plays separate information secrecy games with each
individual secondary user who needs to transmit information
at the moment, and chooses to cooperate with the “best” sec-
ondary user who brings the highest secrecy rate. As expected,
the achieved secrecy rate will improve with increasing numbers
of secondary users participating in the game. We will show the
performance through simulation results later.

V. SIMULATION RESULTS

In this section, some simulation results are presented. We first
fix a channel realization to get some insight on the proposed
cooperative transmission scheme, and then we show the average
performance by generating thousands of independent channel
realizations.
For illustrative purposes, we fix the channel as one realization

of Case A: , , , ,
and . Note that under this setting , the pri-
mary user cannot transmit in secrecy at all without the secondary
user’s help, because according to (4). In Fig. 7, we
plot the achievable secrecy rate when the transmit
power levels take different values from . Some
rates in the figure are negative, because is the re-
laxed rate without considering the nonnegative constraint (the
overall rate , however, is guaranteed to be nonneg-
ative). As shown by the figure, the primary user does benefit
from simultaneous transmissions of the secondary user. For ex-
ample, within the power constraint, the primary user is able to
reach a secrecy rate of 0.64 bit when and .
Moreover, as shown in the figure, it is not always beneficial to
use full power; for example, when fixing , increasing
beyond 2.5 will reduce the secrecy rate. The reason is that

the secrecy rate depends on the difference of the decoding ca-
pability of the primary receiver and the eavesdropper. It is pos-
sible that the decodable rate to the primary receiver grows with
higher power but the eavesdropper may gain even more, which
reduces the secrecy rate.
Next, we vary from 0.2 to 2, with all the other channel

coefficients fixed as above. In Fig. 8, we compare the bottom
line secrecy rate without cooperation and the optimal achievable
secrecy rate at the Nash equilibrium of the proposed Stackelberg
game, i.e.,whenusers choose the optimal power levels according
to (46). As expected, as the channel between the primary trans-
mitter and the eavesdropper becomes better, the eavesdropper
is more capable of decoding the primary user’s message, and
hence the secrecy rate without cooperation becomes lower, and
further drops to zero when . When the primary user
and the secondary user cooperate with each other, however, the

Fig. 7. Achievable secrecy rate with varying power levels
and .

Fig. 8. Comparison of the optimal achievable secrecy rate at the game equilib-
rium and the secrecy rate without the secondary user’s cooperation.

primary user may significantly enhance the secrecy of confiden-
tial messages, as shown in the figure. When is small, the
eavesdropper receives very weak signals from the primary user,
and the gain from a helper becomes limited.
Inorder to showtheaverageperformanceof theproposedalgo-

rithm,weconsiderascenariowherealltheuserslieinacirculararea
witha radius1000m.Theprimary transmitter locatesat thecenter
of the circle, while the primary user’s receiver, the eavesdropper,
andthesecondarytransmitters/receiversareuniformlydistributed
in this circular area.We assume the channel gainmerely depends
on the distance from a transmitter to a receiver , i.e.,

(47)

wherethepathlossexponent issettobe2inthesimulation,and
is thechannelgainat a referencepointonemeteraway.Wechoose
, , and in such away that the signal-to-noise ratio (SNR)

withoutconsidering interferenceis15dBwhenthedistance is300
mand the transmitteruses themaximumpower. In thesimulation,
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Fig. 9. Cumulative distribution functions of secrecy rates in scenarios with dif-
ferent levels of cooperation.

Fig. 10. Cumulative distribution functions of secrecy rates with different num-
bers of secondary users in the network.

we generate 5000 independent channel realizations. For each re-
alization, we uniformly generate the location of users, calculate
channel gains based on the distance, and find the equilibrium for
this particular gamewith specific channel gains. The results from
allindependentrealizationsareplottedintheformofempiricalcu-
mulative distribution functions.
InFig.9,wecompare theproposedschemewith thebenchmark

situation where there is no secondary user assisting the secrecy
transmission, referred to as “no cooperation.” Moreover, the
scheme in [9] is also simulated, in which the helping interferer
unconditionally cooperates and does not transmit his/her own
useful information at all. Hence, we refer to this scheme as “al-
truistic helper.” From the figure, it can be seen that the proposed
game improves the information secrecy rate of the primary user
while enabling the simultaneous transmission of a secondary
user. The gap between our proposed game and the “altruistic
helper” scheme is somewhat like the so-called “price of anarchy”
in noncooperative game theory [23]. Because in our scheme, the

Fig. 11. Mean andmedian of secrecy rates with different numbers of secondary
users in the network.

secondary user has his/her own interest and transmitsmeaningful
data to his/her own receiver, the game equilibrium takes both
users’ benefit into consideration. Therefore, from the primary
user’s point of view, the performance is suboptimal to the uncon-
ditional cooperation situation, and the cost is due to competition
and compromise between two players in the game.
Wehaveexpected that the secrecy ratewill improvewhen there

are more secondary users in the network, because the primary
user could pick up the best secondary user to cooperate with after
playing a game with each individual secondary user separately.
We verify this by simulation. Fig. 10 presents the cumulative
distribution functions when the number of secondary users in-
creases from1 to 30,with the “no cooperation” curve provided as
a benchmark. In Fig. 11, the mean and median values of secrecy
rates are plotted versus different numbers of secondary users,
and when the number of secondary users equals zero, it actually
reduces to the “no cooperation” case. As illustrated by the two
figures, secrecy rates are significantly improved by the proposed
cooperation scheme, andhigher rates are expectedwhen there are
more secondary users in the network.

VI. CONCLUSIONS

In this paper, we have modeled the cooperative transmission
in a cognitive radio network as a Stackelberg game, where a sec-
ondary user helps a primary user to enhance secrecy against an
intelligent and passive eavesdropper. Both the primary user and
the secondary user want to maximize rates of data transmission,
but the primary user has additional secrecy concerns. In order
to learn what is the best achievable data rates for this system,
we have applied information-theoretic approaches to derive the
secrecy rate for the primary user and the information rate for
the secondary user. In order to understand the incentive behind
cooperation and predict the equilibrium behavior, we have ap-
plied game-theoretic approaches to characterize the Nash equi-
librium in terms of how much power should be used in coop-
erative transmissions. Simulation results are presented to verify
the performance.
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APPENDIX A
PROOF OF PROPOSITION 1

Proof: The intelligent eavesdropper may comprehend the
time sharing scheme when the primary user and the secondary
user exchange this message. To realize the secrecy, the
coding scheme is to encode according to multiple rate profiles

in a time sharing way with a series of factors
representing the

fraction of time that each rate profile is used. Then, the secrecy

rate is

with the equality hold if and only if implies
. Therefore, cannot be

increased by time sharing.
Similarly, assume an encoding strategy employs codes

in a time sharing
manner with coefficients . Then, the
secondary user’s average rate is bounded by

, which suggests cannot be improved by time
sharing either.

APPENDIX B
PROOF OF PROPOSITION 2

Proof: can be written as the union of
four regions,

.
Depending on different cases, some of the regions may be
empty, and the expression may be simplified.
For Case A, and ,

because . Similarly, because
. The region reduces to .

For Case B, because
the other two regions are empty; Case C is similar, where the
simplification yields .
For Case D, however, none of the four regions is empty in gen-
eral.
Finally, the frontier of the region can be derived after some

manipulation, while monotonicity and continuity follow di-
rectly.

APPENDIX C
PROOF OF PROPOSITION 3

Proof: Comparing the original and relaxed definitions of
, we find that the relaxed one removes the nonnega-

tive constraint and reduces values for
. When ,

is nonincreasing and is constant; hence,
.

Therefore, the relaxed definition only modifies segments that
cannot exceed , leaving unaltered.
When , since is nonincreasing

and is constant, ;
when ,
is a nondecreasing function unless there is any discontin-
uous point (i.e., when the condition holds), because

. If holds, is

maximized by , because from
piece-wise functions of in Proposition 2, it is easy to
check after the discontinuous point, and thus
the gap between two frontiers cannot be further increased. If

does not hold, is a
maximizer to . When there are multiple maximizers,
the optimal one, , is selected according to (14). A necessary
condition for is that is continuous at and

. This excludes and
, and the condition reduces to

with .

APPENDIX D
PROOF OF PROPOSITION 5

Proof: In what follows, we will show that for all four pos-
sible cases, is a strictly increasing function of ,
when is fixed.
For Cases A and C, there is no discontinuous point in

, and according to Proposition 3, the auxiliary variable
(when ) or (when

) is an increasing and continuous function in .
Note that may be different from under certain con-
ditions stated in Proposition 3, but from the expression of

and in Proposition 2, is still a
strictly increasing function of .
For Case B, as Fig. 4 shows that all boundaries in the 2-D

representation are horizontal, when is fixed, increasing
will not cross any boundary, and therefore, the expression of

takes a sole form. According to Proposition 4,
is an increasing and continuous function of .

For Case D, we also need the 2-D representation given in
Fig. 6. For any given , a horizontal line segment can be
drawn on the – plane with . It is possible
that such a line crosses several regions and there are different
rate expressions on each piece. Since each piece is a continuous
and strictly increase function, it suffices to make sure that the
value of function must not plummet when crossing any non-
horizontal boundary from the left to the right. For example,
when (corresponding to the left figure in Fig. 6), if
the given is larger than , increasing
will possibly cross over the nonhorizontal boundary between
and . In region , , and in re-
gion , . Since ,

, which implies a jump at
the boundary. Similarly, we can check that when
(the right figure in Fig. 6), the value of rate does not change
over the boundaries between and or between and ,
while the value does jump up from region (or region )
to region . To sum up, is indeed a strictly in-
creasing function of , although it may be discontinuous be-
tween pieces.
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